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EXECUTIVE SUMMARY 

Over the last decade, an accelerating digital transformation is being observed, which has 
provided numerous benefits to European society and the economy by facilitating trade and the 
provision of services, creating new opportunities for businesses and increasing productivity and 
economic gain. Furthermore, the pandemic highlighted the significance of well-regulated and 
standardised remote identification processes, along with trustworthy digital identities on which 
public and private sector organisations may rely. These elements are also emphasised in the 
planned eIDAS revision (eIDAS 2.0), which will provide all EU citizens with safe and transparent 
access to a new generation of electronic services, including the EU digital identity wallet 
(EUDIW). These developments are part of the Commission’s wider vision for Europe’s digital 
transformation, Europe’s Digital Decade (1), setting concrete objectives and targets for a secure, 
safe, sustainable and people-centric digital transformation by 2030. 

Digital identity and identity verification are core functions of most services foreseen in the above 
context. Therefore, the need for secure and reliable identity proofing services, deployable 
quickly, at scale and in a cost-efficient manner intensifies, since it is a key enabler for electronic 
transactions in the Single Digital Market, and due to the increasing volume and sophistication of 
attacks. 

Through this report, ENISA attempts to accomplish the following strategic goals, in the domain 
of trust services and electronic identification: 

• to increase stakeholders’ awareness; 
• to assist in the risk analysis practices in the rapidly changing threat landscape of identity 

proofing; 
• to contribute to the development of stronger countermeasures, enhancing the trustworthiness 

and reliability of remote identity proofing (RIDP) methods. 

The motivating factors to produce this report were: 

• the recent developments in the attack landscape, causing concerns about the trustworthiness 
of identity proofing; 

• requests from various stakeholders regarding up-to-date information and guidance on 
defensive good practices. 

Based on the above, the scope of this report builds and expands on the 2022 ENISA report 
Remote Identity Proofing – Attacks & Countermeasures (2), in an effort to bring novel types of 
threats and wider ecosystem concerns to the foreground. 

The information and data analysis phase, which consisted of a literature review, two surveys 
and subsequent rounds of interviews, identified the following major attacks: 

• biometric presentation and injection attacks against a human subject’s face; 
• presentation and injection attacks against an identity document. 

 
1 https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/europes-digital-decade-
digital-targets-2030_en. 
2 https://www.enisa.europa.eu/publications/remote-identity-proofing-attacks-countermeasures. 

https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/europes-digital-decade-digital-targets-2030_en
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/europes-digital-decade-digital-targets-2030_en
https://www.enisa.europa.eu/publications/remote-identity-proofing-attacks-countermeasures
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Consideration was given to the nature and developments relating to deepfake attacks and 
related approaches in offensive and defensive aspects. 

Next, applicable countermeasures were analysed and proposed as a set of good practices in 
the domains of environmental, procedural, organisational and technical controls. The rate and 
sophistication of novel threats require a revised mindset of defence, incorporating preventive 
and detective approaches. 

The report briefly examines attacks relating to identity documents that take place during the 
evidence validation and information binding phase of RIDP. The two most prominent good 
practices for defending identity documents were the status lookups in various identity document 
registries and the scanning of the near-field communication (NFC) chip (where available). 

Both practices have their own obstacles in the course of their full realisation. Many of the 
identity document registries are maintained on a voluntary basis and a central, up-to-date 
registry with all the latest document versions of each Member State does not currently exist. On 
the other hand, while scanning the NFC chip to verify the holder´s personal information and 
biometric photo could eliminate several of the synthetic attacks, it is not currently legally and 
consistently permitted for private entities (trust service providers (TSPs), RIDP providers) across 
the EU. The inconsistent state of NFC-reading can be thought of as a part of the wider scattered 
regulatory landscape across the EU relating to the recognition of the remote nature of identity 
proofing and the assurance level it can provide. 

Finally, the report highlights wider concerns of the landscape, unrelated to attacks or technical 
topics, but capable of affecting the secure adoption and execution of RIDP methods across the 
EU. 
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1. INTRODUCTION 

1.1 CONTEXT 
The purpose of this study is to build upon previous ENISA studies on RIDP and focus on new 
developments, security recommendations and good practices, when RIDP is used in the context 
of the eIDAS regulation, the 6th EU anti-money laundering directive or any other context where 
trust in the identity of a natural or legal person is essential. 

Identity verification in Europe is undergoing a period of intense transformation. Since the 
COVID-19 pandemic outbreak, RIDP has been under an intense evolution; from face-to-face 
verification in stores to synchronous and asynchronous remote identity document and biometric 
verification that can also be processed automatically. The upcoming eIDAS 2.0 regulation and 
the introduction of the EUDIW, with the ambition that 80 % of EU citizens will make regular use 
of the wallet by 2030, will extend the cases requiring identity verification with a high level of 
assurance. Similar developments are also taking place at the global level, with numerous efforts 
to design and develop decentralised digital identity wallets. 

There is a significant increase in demand for secure, reliable and user-friendly RIDP, for the 
following reasons. 

•  Identity proofing is a key enabler for electronic transactions and the development of the digital 
single market across the EU. This becomes even more significant with the upcoming eIDAS 
revision and the EUDIW, which will enable access to a new breed of electronic services in a 
secure and transparent way for all EU citizens. 

• The increasing volume and sophistication of attacks causes concerns regarding the 
trustworthiness of the process. This relates to the emergence of new types of attacks, such as 
high-quality deepfakes, and the availability of computational resources and tools which allow 
scaling and automation. 

1.2 SCOPE 
The goal of this report is to provide an updated, inclusive view on attack techniques against 
RIDP mechanisms, validate the security controls proposed in the previous ENISA report for 
presentation attacks and provide further practical countermeasures to mitigate new types of 
attacks. 

The study falls under ENISA’s efforts to support: 

• implementation of the eIDAS regulation by addressing technological aspects and building 
blocks for trust services, electronic identities and digital wallets; 

• analysis of the cybersecurity requirements stemming from the Commission recommendation 
to develop a common EU toolbox for a coordinated approach towards a European Digital 
Identity Framework (eIDAS 2.0); 

• the development and implementation of EU policy in the field of electronic identity and trust 
services per the EU Cybersecurity Act mandate. 

The study covers new developments in the area of RIDP, such as digital injection attacks and 
the various methods to conduct them, and provides additional insight with regards to security 
requirements and good practices collected by various stakeholders, such as research 
institutions and academia, the industry (identity proofing software vendors and service 
providers, TSPs, etc.) and gatekeepers (conformity assessment bodies, supervisory bodies). 

 

EXTENDED 
SCOPE 
This report has an 
extended scope in 
comparison with 
the previous 
ENISA report on 
RIDP, covering 
presentation and 
injection attacks 
against the face 
and identity 
documents. 
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Aspects that have not been analysed in the current report: 

• human-related, internal threat scenarios regarding operators of an RIDP system, such as a 
disgruntled employee helping the attacker by tampering with internal data or a deceived 
employee who has fallen prey to a social engineering attack; 

• attacks focusing on biometric elements other than the face (e.g. voice, fingerprints); 
• attacks relating to earlier phases of identification (e.g. enrolment of ID documents), such as 

morphing attacks and related defensive approaches (e.g. morphing attack detection (MAD)); 
• generic cyberattacks aimed at underlying technologies (user workstations and servers, 

tampering with data in transit given improper encryption, etc.) or human factors (generic social 
engineering attacks, etc.), except where a close and direct impact on RIDP methods is 
specifically observed and explained; 

• the tools, means and sources to accomplish the illustrated attack scenarios; 
• detailed technical or scientific analysis of offensive tools and methods; 
• feasible but implausible scenarios, such as attacks performed by doppelgangers (often seen 

among family members) or plastic surgery to impersonate someone else, etc.; 
• benchmarking/evaluation between in-person identity verification and RIDP methods; 
• privacy and data protection issues related to personal data, biometric data processing, etc. 

However, the fact that these aspects have been excluded does not imply they should be 
ignored when performing a risk analysis and wider evaluation, prior to onboarding or developing 
an RIDP solution. 

1.3 METHODOLOGY 
The collection and analysis of information was of paramount importance in this study. This 
required inventorying sources of information and potential participants/contributors based on 
their roles and responsibilities, expertise on the topics, active roles in developing new 
technological means to combat spoofing attempts and available publications proving real 
experience in this relevant field, ensuring critical review of the collected information by the study 
team and applying proper quality assurance methods. 

 

 

For these reasons, the project team prepared the necessary tools to support its approach and 
methodology, i.e. creating databases of information sources and targeting stakeholders, 
designing and implementing the questionnaire for the survey, collecting feedback on draft 
deliverables and comments received during the workshop and allowing end-to-end traceability 
of the information collected and incorporated into this report. 

A combination of desk research, interviews, surveys and workshops was used to collect data. 
The vast amount of information was elicited through an online survey. The results were 
analysed and aggregated based on qualitative and quantitative methods, thus drafting 
preliminary insights and ensuring the confidentiality of the information. 

Follow-up interviews were conducted with interested stakeholders of different categories (RIDP 
providers, TSPs, conformity assessment bodies, laboratories, etc). Customised questions were 
used during the interviews to gather their specialised experience; this allowed a more detailed 
analysis of new threat scenarios and possible countermeasures as perceived by field experts. 

1.4 TARGET AUDIENCE 
The present report is aimed primarily at the following stakeholders. 

Report Production 

Literature 
Review

Questionnaires 
Design

Questionnaires
Dissemination

Follow-up 
Interviews

Data 
Analysis

Insights 
Identification
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• Supervisory bodies that supervise or approve the certification of RIDP solutions or TSPs 
using those solutions. 

• Conformity assessment bodies that evaluate RIDP solutions or TSPs using the solutions. 
• TSPs and identity providers that might use this report to strengthen cybersecurity of their 

own RIDP solutions. 
• Security researchers, academia, students, laboratories and the wider security community. 
• Companies and other private sector organisations that run or are preparing to adopt an 

RIDP solution for customer onboarding. 
• Governments and various public bodies that are considering implementing an RIDP 

solution for citizens, employees and other stakeholders. 

1.5 STRUCTURE 
The logical structure of this report begins with an updated overview of the existing RIDP 
methods and the literature review on recent developments in national legislation across the EU 
and applicable standards (Chapter 2). The report continues with presenting an up-to-date view 
on RIDP attack methods based on the current state of the threat landscape (Chapter 3), 
followed by proposed countermeasures (Chapter 4). Finally, conclusions and wider concerns of 
the landscape, unrelated to attacks or technical topics but capable of affecting the secure 
adoption and execution of RIDP methods across EU and conclusions, are drafted in the last 
chapter (Chapter 5). 

1.5.1.1 Chapter 2. Background 
This section provides an updated view on the recent development that have been made since 
the publication of the last ENISA report of 2022 on Remote Identity Proofing Attacks & 
Countermeasures, including certification schemes and legislation published by Member States, 
along with updated publications and works in progress of European and international standards 
on biometric security and biometric testing. 

1.5.1.2 Chapter 3. Attack overview 
Regarding attack methods, the analysis performed in this chapter is based on the latest insights 
of the observed attack types and whose feasibility has been validated by security researchers, 
but also includes those types still in a conceptual stage, but with a realistic probability of being 
introduced in the future. The study focuses on presentation and injection attacks against the 
human face and identity documents. Attacks are analysed following the instrument-method-
terminology, trying to provide validity and consistency with well-known standards on this topic. 

1.5.1.3 Chapter 4. Good practices 
Good practices and countermeasures are presented according to the following categorisation: 
face presentation and injection attack detection (IAD) controls, identity document controls, 
procedural and organisational controls. 

1.5.1.4 Chapter 5. Conclusions 
The report concludes by capturing some wider concerns and potential obstacles to the secure 
adoption of RIDP methods across the EU, based on the opinions of various stakeholders of the 
ecosystem in conjunction with the interaction and alignment happening among the eIDAS 
regulation, national legislation of the Member States and applicable standards. 

1.5.1.5 Supplementary material 
Annexes A, B and C contain additional material relating to the methodology and the main 
results of the interviews, surveys and workshops, along with an updated list of national 
legislations of Member States on RIDP and a summary of all countermeasures proposed in this 
document.  
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ABBREVIATIONS 

  

ANSSI National Agency for Information Systems Security of France 

API Application Programming Interface 

CAB Conformity Assessment Body 

CAPTCHA Completely Automated Public Turing test to tell Computers and Humans Apart 

CaaS Crime-as-a-Service 

CEN European Standardization Committee 

CNN Convolutional Neural Network 

EBA European Banking Authority 

eIDAS Regulation (EU) 910/2014 

ETSI European Telecommunications Standards Institute  

EUDIW European Union Digital Identity Wallet 

FAR False Acceptance Rate 

GAN Generative Adversarial Network 

IAD Injection Attack Detection 

IAI Injection Attack Instrument 

IAM Injection Attack Method 

ISO International Standards Organization 

IVR Interactive Voice Response 

MAD Morphing Attack Detection 

MRZ Machine Readable Zone 

NFC Near-Field Communication 

OCR Optical Character Recognition 

PAD Presentation Attack Detection 

PAI Presentation Attack Instrument 

PRADO Public Register of Authentic Identity and Travel Documents Online 

QWAC Qualified Web Authentication Certificate 

RASP Runtime Application Self-Protection 

RIDP Remote Identity Proofing 

ROFIEG European Commission’s Expert Group on Regulatory Obstacles to Financial Innovation 



REMOTE ID PROOFING GOOD PRACTICES 
| March 2024 

 
12 

 

SLTD INTERPOL’s Stolen and Lost Travel Documents database 

TSP Trust Service Provider 

TEE Trusted Execution Environment 

SB Supervisory Body 

SDK Software Development Kit 

SOC Security Operations Centre 
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2. BACKGROUND 

2.1 INTRODUCTION 
The generalised five-step RIDP process was initially presented in the 2021 ENISA report on the 
various RIDP methods and is presented below. 

Figure 1: Generalised RIDP process 

 

To go through this process, an applicant requires: 

• definitive proof (usually photo or video evidence of their face) that the applicant is physically 
present in front of the capturing device and is physically holding their identification document, 
during the whole proofing process; 

• an official identification document issued by an authoritative source, typically in the form of a 
government-issued ID or passport; 

• a high confidence match between the liveness-proven photo or video evidence and the face 
shown on the identity document. 

Once the match is confirmed, the RIDP provider can bind the document, including all the data it 
contains, to the applicant (binding phase). Consequently, an attacker whose goal is to fool the 
system by impersonating someone else has the choice of spoofing: 

• the identity document, for example by forging the photo part of an authentic identity document; 
• their face, by forging photo or video evidence to match with the one on an authentic 

document; 
• both, by using a fake document and fake face evidence. 

Although this report includes updated information regarding identity spoofing using forged 
identification documents, the topic of the production or acquisition of such documents and 
related weaknesses in the process is omitted. The report focuses mainly on attacks that target 
the binding phase by spoofing the applicant’s face. 
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2.2 SUMMARY OF REMOTE ID PROOFING METHODS 
RIDP methods can be categorised as follows. Please note that the methods included below are 
not considered equivalent in the level of security and assurance they may provide. 

Method Description 

Videocall with operator  The applicant submits personal information and is then interviewed by a human operator 
through a video conferencing system. 

Videocall with operator, 
assisted by software 

A videocall is conducted with a human operator, while software (including AI) may be used 
to assist or streamline the collection of information. The human operator conducts the 

process and takes the decisions. 

Fully automated with 
photo/video 

The applicant’s identity is verified through face photo/video with fully automated methods, 
without any intervention by a human operator. 

Fully automated with 
photo/video, reviewed by 
operator for low score 

The applicant’s identity is verified as in the ‘fully automated’ method; a review by a human 
operator takes place in cases where the assurance level of the recognition software falls 

below a pre-established threshold. 

Unattended with photo/video, 
reviewed by operator (hybrid) 

The applicant’s identity is verified as in the ‘fully automated’ method; a review by a human 
operator takes place in all cases. 

Electronic identification 
means 

The electronic identity provided by identity providers (e.g. financial institutions) is used, 
taking advantage of the identity proofing already performed by them in the past. 

X.509 certificate-based 
This method is based on an internal or third-party trust service, where evidence is based 

on the possession of the private key of an X.509 certificate, and the person’s identification 
data is retrieved from the certificate, issued through a physical face-to-face process. 

Combined methods A combination of any of the above methods in a single identity proofing process, in order to 
increase security and the level of assurance. 

 

2.3 REFERENCE TO PREVIOUS ENISA STUDIES & RESULTS 
Two reports on RIDP have already been published by ENISA and provided the basis for the 
current report. 

• The 2021 ENISA report (3) provided an overview of the most common methods used for 
identity proofing; presented the current legal and regulatory landscape and supporting 
standards at the international and EU levels; discussed the input received though 
questionnaires from different stakeholders which use, offer or evaluate identity proofing 
solutions; presented an initial gap analysis on existing standards and regulations; and 
stressed the need for a harmonised adoption of RIDP and provided a number of legal and 
technical recommendations. 

• The 2022 ENISA report (4) focused on potential threats to RIDP methods, along with the 
corresponding security controls and countermeasures. Building on the 2021 report, it focused 
on possible face presentation attacks against RIDP methods. Through the analysis, major 
face presentation attacks were identified, such as photo attack, video of user replay attack, 3D 
mask attack and deepfake attack. 

2.4 DEVELOPMENTS IN LEGAL & REGULATORY REQUIREMENTS 
New regulations come in on a somewhat regular basis, requiring providers and other 
stakeholders to continuously update their practices for compliance purposes. However, the rate 
of changes in technology and threat landscape outperforms the legislative cadence. This 
situation leads to regulations or standards with relatively short lifetime which need to be 

 
(3) ENISA, Remote ID Proofing – Analysis of methods to carry out identity proofing remotely, March 2021, 
https://www.enisa.europa.eu/publications/enisa-report-remote-id-proofing. 
(4) ENISA, Remote Identity Proofing – Attacks & countermeasures, January 2022, 
https://www.enisa.europa.eu/publications/remote-identity-proofing-attacks-countermeasures. 

https://www.enisa.europa.eu/publications/enisa-report-remote-id-proofing
https://www.enisa.europa.eu/publications/remote-identity-proofing-attacks-countermeasures
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regularly updated to keep up with the current technology and threat evolution. Moreover, extra 
pressure is put on service providers to comply, as user expectations evolve and new security 
concerns arise. 

Another key concern is the discrepancy in national regulations among Member States. Despite 
being under the umbrella of EU regulations, Member States still have different certification 
schemes for TSPs, leading to a fragmented regulatory and standardisation landscape, making 
them search for alternative ways and become certified wherever the requirements are more 
favourable. This was one of the key insights elicited through ENISA’s workshop in Amsterdam 
and the subsequent surveys and face-to-face interviews during the information-gathering phase 
of this report. 

This chapter aims to capture important or recent developments in regulatory requirements 
among Member States, as well as in standardisation efforts, dated within the last 2 years. This 
particular period (2021–2023) was selected because there have been extensive developments, 
both in offensive and defensive technologies and in national legislation that affect identity 
proofing in various ways. 

Figure 2: Related events and developments in the last 2 years 

 

Developments in National Requirements 

While the rapid evolution of digital applications in both the public and private sectors has grown, 
the need for regulatory harmonisation within this changing landscape is essential across the EU 
and the Member States. Although the existing eIDAS regulation provides pioneering rules on 
electronic identification and trust services, technical and regulatory gaps result in fragmented 
provisions across Europe. At the EU level, two new draft proposals have been released: 

• a draft proposal for EU regulation No 910/2014 on electronic identification and trust services 
(eIDAS); and 

• a draft proposal for a new European AML regulation. 
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2.4.1.1 FRANCE 
ANSSI, the National Information Systems Security Agency of France, published in March 2021 
the PVID standard (5) on requirements and recommendations for remote identity verification 
service providers, verifying the identity of natural persons. These requirements constitute the 
basis of a certification scheme for identity proofing services, regardless of the level of assurance 
(whether it is substantial or high), of the proofing method (asynchronous, synchronous, with or 
without human interaction) and regardless of the applicable regulatory framework. 

Important requirements for service providers are: 

• annual risk assessment and treatment, also considering identity theft risks; 
• definition of a remote identity verification policy and practice; 
• data protection; 
• organisation and administration of the service provider; 
• quality and service levels. 

Especially for the risk assessment part, service providers must identify risk scenarios relating to: 

• the forgery of identity documents, either by physical or digital means; 
• the alteration of the appearance of the user by digital means, such as: 
• utilisation of ‘virtual’ digital methods to craft a fraudulent face based on photos or videos, 
• identity spoofing via injection of fraudulent photos or videos of an existing person to replace 

the data captured during the acquisition phase; 
• user face similarity fraud (look-alikes, twins, etc.); 
• the influence on the behaviour of the user. 

Another requirement is a demonstration of testing performed by competent entities, showing the 
resistance to identified attacks and testing of the risk treatment plan, in order to ensure the 
effectiveness of the service to detect attempts to spoof the authenticity of the identity document 
and the detection of living humans. 

Finally, additional provisions are related to the definitions of the required skillset of the service 
provider’s staff and the set of identity documents that a compliant identity proofing system can 
accept. 

ANSSI certified the first remote identity verification providers for natural persons in April 2023. 

2.4.1.2 GERMANY 
In December 2021, BSI, the Federal Office for Information Security of Germany, updated the 
TR-03147 (6) – Assurance Level Assessment of Procedures for Verifying the Identity of Natural 
Persons – making it possible to evaluate different procedures for (initial) identity verification 
regarding their trust level and thus to make them comparable. The criteria for the trust level 
evaluation take into account both the scope and the quality of the measures, along with the 
threats and requirements for procedures for identity proofing and identity verification of natural 
persons based on identity documents (e.g. identity card or passport). At the national level, 
Germany’s Trust Services Act (Vertrauensdienstegesetz – VDG) foresees two types of 
identification: 

• other identification methods (e.g. video identification); 
• innovative identification methods (e.g. video identification with automated procedure). 

 
(5) https://www.ssi.gouv.fr/uploads/2021/08/anssi-requirements_rule_set-pvid-v1.1.pdf. 
(6) https://www.bsi.bund.de/EN/Themen/Unternehmen-und-Organisationen/Standards-und-Zertifizierung/Technische-
Richtlinien/TR-nach-Thema-sortiert/tr03147/tr03147_node.html. 

https://www.ssi.gouv.fr/uploads/2021/08/anssi-requirements_rule_set-pvid-v1.1.pdf
https://www.bsi.bund.de/EN/Themen/Unternehmen-und-Organisationen/Standards-und-Zertifizierung/Technische-Richtlinien/TR-nach-Thema-sortiert/tr03147/tr03147_node.html
https://www.bsi.bund.de/EN/Themen/Unternehmen-und-Organisationen/Standards-und-Zertifizierung/Technische-Richtlinien/TR-nach-Thema-sortiert/tr03147/tr03147_node.html
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The innovative identification methods are not yet officially recognised and may be provisionally 
recognised by the Federal Network Agency for up to 2 years, provided a conformity assessment 
body has confirmed that the identification method has equivalent security as defined in 
Article 24(1)(d) of Regulation (EU) No 910/2014. Both categories of video identification methods 
have some limitations by law, as they are considered to provide lower assurance, and thus 
cannot be used for issuing qualified web authentication certificates; they are only intended for 
issuing one-time qualified signatures and seals. 

2.4.1.3 SPAIN 
Regarding electronic trust services, in December 2020 Spain passed the Law 6/2020 (7). Per 
this law, specific mentions are made of ‘other conditions and technical requirements for remote 
identity verification’ and ‘other identification methods such as video conferencing or video-
identification that provide equivalent security in terms of reliability to physical presence as 
assessed by a conformity assessment body’. 

Subsequently, order ETD/465/2021 (8) was set into force to regulate remote video identification 
methods for issuing qualified electronic certificates. The order foresees not only the obligation to 
use a qualified product of video identification of the CCN catalogue (see paragraph below), but 
also a set of countermeasures to increase the security level. Highlights of these 
countermeasures are the following: 

• unattended RIDP methods are not permitted (video and evidence are always reviewed by a 
human operator); 

• providers should apply organisational and procedural measures proportional to the risks and 
appropriate to the nature of the services provided; 

• the RIDP system used in the process must incorporate the necessary technical and 
organisational means to verify the authenticity, validity and integrity of the identification 
documents used, and to verify the correspondence of the document holder with the applicant 
performing the process, using technologies such as facial recognition, and to verify that the 
applicant is a living person who is not being impersonated; 

• satisfaction of the above requirements by an RIDP service must be accredited, per 
Annex F.11 of the CCN-STIC-140 (STIC Security Guidelines), by means of product 
certification; 

• the provider’s staff in charge of verifying the identity of the applicant are required to verify the 
accuracy of the applicant’s data, using the captures of the identity document used in the 
process, in addition to any other automatic means that may be implemented in the remote 
video identification systems; 

• the provider must enforce physical security measures and assess the security of all RIDP 
system elements (communication channels, creation and storage of evidence, etc.) and 
training of the staff; 

• fulfilment of all these requirements by the provider must be assessed and confirmed by a 
CAB. 

At the technical level, the National Cryptologic Center of Spain (Centro Criptológico 
Nacional – CCN) has developed the STIC Security Guidelines, a series of guidelines and 
recommendations aiming to enhance cybersecurity within organisations, especially for public 
administration and companies and organisations of strategic interest. Among these documents, 
STIC Security Guidelines CCN-STIC 140 – Annex F.11 – Video Identification Tools, 
(published December 2020, last updated March 2022) (9), describes the fundamental security 
requirements of a product from the video identification tool family, in order to be included in the 

 
(7) https://www.boe.es/buscar/act.php?id=BOE-A-2020-14046. 
(8) https://www.boe.es/buscar/doc.php?id=BOE-A-2021-7966. 
(9) https://www.ccn-cert.cni.es/en/ultimas-guias/5461-guia-140-anexo-f-11-herramientas-de-videoidentificacion/file.html. 

https://www.boe.es/buscar/act.php?id=BOE-A-2020-14046
https://www.boe.es/buscar/doc.php?id=BOE-A-2021-7966
https://www.ccn-cert.cni.es/en/ultimas-guias/5461-guia-140-anexo-f-11-herramientas-de-videoidentificacion/file.html
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qualified products section of the security products catalogue of Information and Communication 
Technologies, which is also published by CCN. Important topics covered by this document are: 

• certifications and assessments required for the qualification of products; 
• fundamental safety requirements: 
• protection against replay attacks, 
• biometric verification, 
• audit, 
• secure communications, 
• reliable management, 
• identification and authentication, 
• protection of credentials and sensitive data, 
• validation of the documents submitted. 

TSPs are obliged to validate their solutions according to the requirements set out in Annex F.11 
of STIC 140. 

Developments in Applicable Standards 

2.4.1.4 ISO/IEC 30107 multipart standard 
The ISO/IEC 30107 series is the most recognised international standard on biometric 
presentation attack detection (PAD), consisting of four parts: 

• Part 1 (2023): Framework; 
• Part 2 (2017): Data formats; 
• Part 3 (2023): Testing and reporting; 
• Part 4 (2020): Profile for testing of mobile devices. 

The update of Part 1 in 2023 provides a foundation for PAD by defining terms and establishing 
a framework through which presentation attack events can be specified and detected so that 
they can be categorised, detailed and communicated for subsequent biometric system decision-
making and performance assessment activities. 

The update of Part 3, also in 2023, establishes: 

• the principles and methods for the performance assessment of PAD mechanisms; 
• the reporting of testing results from evaluations of PAD mechanisms; 
• a classification of known attack types. 

2.4.1.5 ISO/IEC 29794-5 
ISO/IEC JTC1 SC37 WG3 is in the process of revising Part 5 of ISO/IEC 29794 – Biometric 
Sample Quality (10), the standard relating to face image data. This part is being developed as 
an international standard and will be based on quality requirements laid out in ISO/IEC 19794-
5:2011 and ISO/IEC 39794-5:2019. The updated standard will cover requirements for software 
that inspects a single captured image (and not a comparison of multiple images) and definitions 
of pre-processing methods, along with various quality measures and capture-related quality 
components which will provide accurate definitions of quality metrics incorporated by quality 
assessment algorithms. 

2.4.1.6 ETSI TS 119 461 

 
(10)https://www.iso.org/home.isoDocumentsDownload.do?t=6jKO2KiKLRpVV9JugAuglHywPUQoX2DyMnOgPthWkOTC9i8
BDG23MdV6nIJKTHS3&CSRFTOKEN=SIEZ-DVXZ-DRWG-HV4S-2QQI-3PZF-AQGO-AZG7. 

https://www.iso.org/home.isoDocumentsDownload.do?t=6jKO2KiKLRpVV9JugAuglHywPUQoX2DyMnOgPthWkOTC9i8BDG23MdV6nIJKTHS3&CSRFTOKEN=SIEZ-DVXZ-DRWG-HV4S-2QQI-3PZF-AQGO-AZG7
https://www.iso.org/home.isoDocumentsDownload.do?t=6jKO2KiKLRpVV9JugAuglHywPUQoX2DyMnOgPthWkOTC9i8BDG23MdV6nIJKTHS3&CSRFTOKEN=SIEZ-DVXZ-DRWG-HV4S-2QQI-3PZF-AQGO-AZG7
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The European technical specification used for the certification of identity providers is ETSI TS 
119 461 (11) (Policy and security requirements for trust service components providing identity 
proofing of trust service subjects), published in July 2021 by the European Telecommunications 
Standards Institute (ETSI) and defining security best practices for various identity proofing 
methods, including video, automated, hybrid and NFC-based solutions. 

The specification reviews the policy and security requirements for identity proofing and trust 
services by introducing a new minimum level of identity proofing, which is aligned with the 
requirements of eIDAS. The standard raises the security level across the identity proofing 
industry and provides the foundation for issuing qualified certificates and other trust services in 
the future. Furthermore, ETSI TS 119 461 is being revised and will be updated in accordance 
with the new eIDAS 2 regulation, which is expected to influence and be a foundation to further 
regulations, such as the upcoming update to the EU anti-money laundering directive. 

2.4.1.7 ETSI GR SAI 011 
In June 2023, ETSI also published a group report (12) on securing AI usage against manipulation 
of multimedia identity representations. The report focuses on AI-based techniques of automatic 
manipulation or creation of synthetic identification data in various media formats. The report also 
contains highlights of technical approaches and technical and organisational measures to 
defend against these threats. 

2.4.1.8 CEN TC 224/WG 18 – Biometric data IAD 
CEN’s technical specification is focused on biometric data injection attacks. It is the first attempt 
to produce a standard on this topic, since a national or international standard for biometric data 
injection attacks does not currently exist. It aims to provide the basis for IAD by defining terms 
and establishing a framework through which biometric data injection attacks can be specified 
and detected, so that they can be categorised, detailed and communicated for subsequent 
biometric system decision-making and performance assessment activities. 

This technical specification provides an overview of: 

• definitions of biometric data injection attacks; 
• biometric data injection attack use case on main biometric system hardware for enrolment and 

verification; 
• injection attack instruments on systems using one or several biometric modalities. 

Guidance is also provided on the following topics: 

• a system for the detection of injection attack instruments and injection attack methods; 
• appropriate mitigation risk of injection attack instruments and injection attack methods; 
• creation of a test plan for the evaluation of IAD systems. 

2.4.1.9 EBA guidelines 
The guidelines (13) on the use of remote customer onboarding solutions set out a common 
understanding by competent authorities of the steps financial sector operators should take to 
ensure safe and effective remote customer onboarding practices, in line with applicable anti-
money laundering and countering the financing of terrorism (AML/CFT) legislation and the EU’s 
data protection framework. 

 
(11) https://www.etsi.org/deliver/etsi_ts/119400_119499/119461/01.01.01_60/ts_119461v010101p.pdf. 
(12) https://www.etsi.org/deliver/etsi_gr/SAI/001_099/011/01.01.01_60/gr_SAI011v010101p.pdf. 
(13) https://www.eba.europa.eu/regulation-and-policy/anti-money-laundering-and-countering-financing-terrorism/guidelines-
use-remote-customer-onboarding-solutions. 

https://www.etsi.org/deliver/etsi_ts/119400_119499/119461/01.01.01_60/ts_119461v010101p.pdf
https://www.etsi.org/deliver/etsi_gr/SAI/001_099/011/01.01.01_60/gr_SAI011v010101p.pdf
https://www.eba.europa.eu/regulation-and-policy/anti-money-laundering-and-countering-financing-terrorism/guidelines-use-remote-customer-onboarding-solutions
https://www.eba.europa.eu/regulation-and-policy/anti-money-laundering-and-countering-financing-terrorism/guidelines-use-remote-customer-onboarding-solutions
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The European Banking Authority (EBA) guidelines on remote customer onboarding will become 
effective 6 months after their publication in the Official Journal of the European Union, i.e. within 
2023. 

While the guidelines are in principle technology-neutral, in practice they provide directions 
regarding the technologies that can be applied and those that cannot. 

Some of the key points of the guidelines are the following: 

• it is possible to use notified eID schemes with a substantial or high eIDAS level of assurance; 
• when using identity documents, it must be ensured that the captured photograph or video 

allows proper verification of the customer’s identity; 
• liveness detection verifications to ensure the user is present in the communication session; 
• foreseen use cases of manual, automated and hybrid identity proofing in an attended or 

unattended fashion (with or without operator involvement); 
• for automated, attended or unattended use cases, liveness detection is recommended, along 

with other measures against presentation and injection attacks, including deepfakes; 
• strong and reliable algorithms to verify that the photograph or video matches the picture 

originating from the customer’s identity document; 
• monitor the ongoing adequacy and reliability of the remote customer onboarding solutions (i.e. 

quality assurance testing, regular automated quality reports, sample testing, manual reviews); 
• participation of an employee that has sufficient knowledge of the applicable AML legislation 

and security aspects of remote verification and who is sufficiently trained to detect and prevent 
the intentional or deliberate use of deception techniques relating to remote verification; 

• develop an interview guide defining the steps of the remote verification process and the 
actions required from the employee, including guidance on observing and identifying 
psychological factors, or other features that might illustrate suspicious behaviour. 
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3. ATTACKS OVERVIEW 

This section attempts to present an updated overview of attacks against the RIDP process, 
based on insights identified during the information gathering and analysis phase conducted prior 
to publishing this report. This section builds upon the information contained in the 2022 ENISA 
report Remote ID Proofing: Attacks & Countermeasures (ENISA2022), and covers new types of 
attacks (e.g. data injection attacks) and current evolutions in the threat landscape. 

In fact, deepfake presentation and injection attacks were the top two biometric attack 
types considered hardest to mitigate (14) by the various stakeholders surveyed during the 
preparation of this report. Combined with the facts that a significant surge in digital injection 
attacks has been observed since mid-2022, and that ENISA2022 focused mainly on face 
presentation attacks, this report was drafted with the objective of providing an up-to-date view 
on current and evolving attacks; thus, it analyses both presentation and injection attacks, along 
with an overview of attacks against identity documents. 

Recent technological developments in digital image synthesis set the stage for potentially more 
effective deepfake attack paths. Disentanglement (15) is one example of the active research 
topics in this field, which decouples the facial identity generation process from the pose 
controlling process, both performed by a generative adversarial network (GAN), allowing to 
generate results that are customisable and fully controllable, photorealistic to a high degree of 
quality and natural in facial movement. 

The two core types of technical controls analysed in this report are PAD and IAD controls. 

Controls Description 

Injection attack detection (IAD) A combination of software and/or hardware methods that allow a biometric 
system to detect spoofing attempts right after the biometrics capture. 

Presentation attack detection (PAD) A combination of software and/or hardware methods that allow a biometric 
system to detect spoofing attempts during the biometrics capture phase. 

 

To reflect this evolution, a revision of the general RIDP process model has been made, 
proposing a multi-layer approach in the application of mitigating controls, spanning from the 
client side to the server side. 

 

 

 

 

 
(14) https://www.enisa.europa.eu/events/remoteidentity_workshop_amsterdam2023/remote-id-workshop-amsterdam-
briefing.pdf. 
(15) https://www.unite.ai/disentanglement-is-the-next-deepfake-revolution. 
 

GENERATIVE 
ADVERSARIAL 
NETWORK 
An unsupervised, 
deep learning model 
that aims to 
automatically 
discover and learn 
the 
regularities/patterns 
in input data, so that 
the model can 
generate new 
examples that can be 
considered as 
reasonably 
originating from the 
input dataset. 

https://www.enisa.europa.eu/events/remoteidentity_workshop_amsterdam2023/remote-id-workshop-amsterdam-briefing.pdf
https://www.enisa.europa.eu/events/remoteidentity_workshop_amsterdam2023/remote-id-workshop-amsterdam-briefing.pdf
https://www.unite.ai/disentanglement-is-the-next-deepfake-revolution
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Figure 3: Revised general RIDP process model 

 

The revised model contains the following changes, compared to Figure 3 of ENISA2022: 

• PAD and IAD controls are in place for the biometrics acquisition (face), along with authenticity 
and originality checks for identity documents; 

• IAD controls cover both the client side and the server side, while PAD controls are mainly 
considered to be implemented at the server side, at the biometric processing phase, during 
the biometric data capture of a biometric system. 

It should be noted that: 

• facial biometric acquisition can be performed either via a photo or video; 
• identification information acquisition can be either electronic (e.g. NFC chip scanning) or 

manual, through optical inspection, depending on the identification document type and its 
security features. 

3.1 PRESENTATION ATTACKS 

3.1.1 Overview 
Per ISO/IEC 30107-1:2016, a biometric presentation attack is the specific type that aims to 
deceive biometric recognition during the biometric data capture of a biometric system. 
The face, fingerprints, iris and voice are considered biometric elements. When the attack 
focuses on the biometric data of the face, it is called a face presentation attack. 

Presentation attacks may be performed using one of the following techniques [16]. 

• Impersonation. The attacker attempts to copy or mimic physical characteristics and use an 
identity other than their own, aiming to be recognised: 
• as another specific individual known to the system (targeted impersonation), using 

either direct biometric data from a legitimate user or by fake presentation artefacts, or 
• as any individual known to the system (untargeted impersonation). 
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• Obfuscation. The attacker attempts to avoid being recognised by the RIDP system by 
concealing their own biometric characteristics, through disguise or alteration of natural 
biometric characteristics (e.g. by using 3D latex masks or facial latex props, extreme makeup) 
but not necessarily by impersonating a legitimate user’s identity. This presentation attack 
technique is considered less studied [18] compared to the impersonation. 

In both impersonation types, recognition is made against an identity that already exists in the 
RIDP system, whereas obfuscation does not aim to achieve a match against an existing identity 
in the system. 

The following diagram depicts the various processes performed in a biometric system. 

Figure 4: The point where presentation attacks take place 

 

Presentation attacks are still an active and evolving threat, even though injection attacks are 
observed with greater frequency and sophistication. They are considered the two main types of 
attacks aiming to deceive or modify the biometric sample of a biometrics capture system. The 
ease and, in turn, popularity of presentation attacks is mainly due to the following factors. 

• Lack of physical presence. Due to the nature of the RIDP service, lack of physical presence 
makes it harder for various checks/controls to be adequately enforced. Visibility and 
observation are limited, and these conditions can easily be exploited by adversaries. 

• Wide range of users. RIDP services are usually available worldwide, allowing adversaries 
with varying levels of expertise and motivation to target and exploit them. 

• Ease of conduct. Some basic types of presentation attacks can be conducted relatively easy 
by any user, without requiring technical expertise or a deep knowledge of biometrics. 

• Low cost. Some basic types of presentation attacks do not require expensive or sophisticated 
equipment, which makes them more appealing for adversaries. 

A presentation attack can be considered to consist of two components: the attack method and 
the attack instrument. While there is a variety of presentation attack instruments (PAIs), the 
attack method is considered to be only one: the actual presentation of the fraudulent artefact 
against a camera, utilising an attack instrument. For this reason, the PAI is the only component 
that is analysed in this report, in an effort to align with the international bibliography on this 
topic. 
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Presentation attacks were the main attack topic analysed in the 2022 ENISA report and readers 
are encouraged to consult this work for a more detailed view on this topic. 

3.1.2 Attack Instruments 
PAIs are tools utilised to subvert a biometric system by introducing a fraudulent biometric 
representation of a user during the biometric capture phase (see Figure 5). PAIs can either be 
physical, such as 2D photographs and plastic and silicone masks, or digital, such as TV, 
computer tablet and mobile phone screens. 

Figure 5: Physical and digital PAIs 

 

Common impersonation attacks utilising the above PAIs are briefly described below. For 
examples/demonstrations of the various attack instruments, please consult Annex B. Also 
Annex C provides two real examples from attempted presentation attacks, provided by a QTSP. 

3.1.1.1 Printed/Warped Photo 
A photo of a legitimate user is printed on paper and placed in front of the face of the attacker, 
either in a regular or wrapped position (see Annex B, Figure 21), following the attacker’s face 
curvature, so that the camera performing the RIDP process captures the printed face. It is the 
simplest form of presentation attack, with a relatively low success rate. 

3.1.1.2 Printed/Warped 2D Mask 
This is a variation of the printed/warped photo attack, where a legitimate face is printed and cut 
in the form of a 2D mask (see Annex B, Figure 22), paying attention to allow the expression of 
liveness characteristics by cutting out the eyes and the mouth. It can also be wrapped to follow 
the attacker’s face curvature for slightly more realistic results. 

3.1.1.3 3D Mask 
Printed 3D layered mask. A photograph of a face is printed multiple times, cut out in the form 
of a face mask and then all copies are overlayed together, so that it creates a sense of 
extrusion and face depth (see Annex B, Figure 23). 
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Hard resin 3D mask. A high-quality 3D mask from hard resin is crafted to mimic the real traits 
of the human face, also incorporating eye holes, which provide a sense of liveness through eye 
gaze, blinking and motion. Although hard resin 3D masks achieve spoofing results that are hard 
to detect by liveness check systems, the material they are crafted from is susceptible to natural 
limitations, which can be exploited by liveness check algorithms, so that the spoofing attempt is 
detected effectively (see Annex B, Figure 24). 

3.1.1.4 2D Photo to 3D Avatar 
With this technique, a 2D face image is used as a reference and fed into a GAN to generate a 
3D face puppet, which can then have its facial expressions and characteristics further 
manipulated. The 3D puppet can then be presented through a screen to the camera performing 
the RIDP process (see Annex B, Figure 25). 

3.1.1.5 Plastic/Latex/Silicone Masks 
In this type of presentation attack, a physical mask made from plastic, latex or silicone is crafted 
and placed on the face of the attacker. Each material provides different qualities and, in turn, 
different spoofing capabilities, but also has its own level of manufacturing complexity and 
usually requires additional refinements on the surface of the mask for more realistic results and 
higher chances for impersonation success (see Annex B, Figure 26). 

3.1.1.6 Replay 
Photo/video replay. A photo or video of a legitimate user is presented through a digital screen 
(TV, computer, tablet or mobile phone) to the camera performing the RIDP process. The higher 
the resolution and pixel density, the higher the probability of success of the attack. Of course, 
there is a practical obstacle since a video of a particular person, possibly required to perform 
liveness check movements is required to be replayed through the screen, which usually cannot 
be easily obtained (see Annex B, Figure 27). 

3D photo/video render replay. This consists of reconstructing a static 3D face image or 3D 
face video model from a static face image reference and presenting it through a screen to the 
camera performing the RIDP process (see Annex B, Figure 28). 

3.1.1.7 Face morph 
Face morphing is a digital image processing technique performed by fusing two face images to 
form a synthetic face image that contains characteristics of both source faces. The goal of a 
morphing (16) attack is to create a synthetic face that can match the biometric templates of both 
individuals whose facial features were used to create it. Face morphing attacks can be 
performed both in presentation and injection attacks (see Annex B, Figure 29). 

3.1.1.8 Deepfake Replay 
As mentioned earlier in this report, deepfakes are deep learning-powered software which are 
capable of generating synthetic photos and videos, realistically representing persons who never 
existed or movements or spoken expressions that were never performed. Based on the 
algorithms, training datasets and additional pixel blending and enhancement techniques, the 
results are so realistic that they are hard to distinguish from natural, legitimate content (see 
Annex B, Figure 30). 

In the context of presentation attacks, once a deepfake is properly generated and programmed 
to perform the required movements or expressions, it is replayed through a screen (TV, 

 
(16) The term morphing attack, along with the deriving taxonomies and related detection techniques (MAD) is a discrete 
topic, defined and examined mainly in the contexts of Automatic Border Control (ABC) and Electronic Machine-Readable 
Travel Documents (eMRTD) enrolment. In this document, face morphing is considered an attack instrument used in 
presentation and injection attacks against an RIDP system. Thus, in this context, PAD and IAD controls are considered 
applicable to morphing attacks, and further analysis focused exclusively on MAD is omitted. For more information on MAD, 
please see https://www.christoph-busch.de/projects-mad.html and https://arxiv.org/abs/2011.02045. 
 

https://www.christoph-busch.de/projects-mad.html
https://arxiv.org/abs/2011.02045
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computer, tablet, mobile phone) against a camera that performs the RIDP process (see Annex 
B, Figure 31). 

Deepfakes are described with more detail as a core attack instrument of digital injection attacks 
in Chapter 3.2.2.  

As mentioned earlier in this chapter, impersonation is not the sole objective of adversaries; 
identity obfuscation is also an objective. Some of the common obfuscation attacks are the 
following. 

• Extreme makeup/disguise. An effort to disguise face characteristics so that face recognition 
does not detect mismatches. 

• Partial occlusion. The use of glasses, hats, clothes or other items, with the purpose of 
limiting visibility and evaluation of physical characteristics. 

• Bad quality of video or audio. A deliberate attempt to have bad video or audio quality in 
order to bypass the RIDP platform’s controls. 

3.1.3 Attack Methods 
Considering the description of presentation attacks and summarising the use of relative attack 
instruments, the attack methods used are described below. 
 
Biometric Artefacts 
The aim is to present a fake manufactured biometric in order to circumvent the security controls 
of the system. This can be conducted with the use of a mask imitating the face of the legitimate 
user. The mask can be manufactured from several types of material in an attempt to be as close 
as possible to the live physical user. Materials appropriate for this type of attack vary: 3D and 
2D printed masks, silicon, printed texture, etc. The most successful instruments for this attack 
method are advanced silicon masks, which can feature details like skin texture and other distinct 
characteristics of a live face. Moreover, 3D modelling can contribute to making this attack 
method more successful in some cases. Liveness detection controls normally have the ability to 
adequately detect and block these attempts. Fake biometrics can also be created with cosmetic 
surgery or makeup methods. In this case, it would be more difficult for the attack to be 
systemically detected and may require the intervention of a human agent. 
 
Photograph of the Biometric 
A photograph or a digital image of the real user can be presented instead of the actual biometric 
(face) to the face recognition system which attempts to match it with the photograph of the ID 
document. The quality of the photograph can be of high level. In this case, controls like depth-
sensing cameras or sensors or texture analysis (advanced systems analyse the texture and 
micro-movements of the skin, such as pulsations, to identify signs of liveness) can be used to 
detect photographs. Moreover, if the systemic controls are not adequate, a human agent’s 
check during the real-time session will easily foil this attack. 
 
Replay of a Fake or Recorded Video 
The video can be used as attack method, either by creating a fake video or by capturing a video 
of the real user and replaying it. This attack method has the advantage that it may be closer to 
the real person performing the required biometric action, such as facial recognition or a specific 
gesture. The challenge–response method can commonly address this method, if the movement 
which is requested is not the same each time and has not been recorded or cannot be 
reproduced appropriately. Temporal analysis (which analyses the temporal characteristics of the 
presented data, looking for patterns that indicate a live action versus a static recording) can also 
be important to make the remote ID system relating to this attack method more robust. 
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3.2 INJECTION ATTACKS 

3.2.1 Overview 
Biometric data injection is a type of circumvention attack. It falls under the types of attacks 
against the biometric but differs from a presentation attack, since for its execution it does not 
rely on the direct exposure of an attack instrument against biometrics capture element, but 
rather by generating an artificial, digital biometric artefact which is injected directly to the 
biometrics recognition subsystem. In this way, it aims to bypass the PAD controls 
enforced during the biometrics presentation, and thus the biometrics software receives 
fraudulent input prior to performing detection and recognition. The following diagram 
depicts the exact point in a biometrics system where data injection attacks take place. The 
difference in relation to the presentation attack point is also shown. 

Figure 6: The point where biometric data injection attacks take place 

 

The emergence of injection attacks has already been observed (17) by the various stakeholders 
of biometrics and identity proofing ecosystem, and ENISA had already identified that video 
injection is the most promising attack method in its 2022 report. 

Digital injection attack incidents surged during 2022, with approximately five times more 
frequent and sophisticated incidents than current presentation attacks, and a further increase is 
expected in the following years. Factors driving this rapid increase are: 

• the nature of the attack, which allows scaling, automation and lesser involvement by the threat 
actor in comparison to presentation attacks; 

• public availability of synthetic imagery generation tools that are capable of designing and 
launching digital injection attacks against RIDP services; 

• computer and GPU-accelerated recourses are easily available through cloud service providers 
(Infrastructure as a Service); 

• Crime-as-a-Service (18) or the commercialisation of cyber criminality, which provides an easier 
way for lesser-skilled cybercriminals to achieve cybercrime activities, without relying on their 
own, limited or non-existing cybercrime skills and knowledge. 

 
(17) https://www.biometricupdate.com/202304/surprise-deepfake-fraud-on-the-rise. 
(18) https://enlets.eu/wp-content/uploads/2022/09/CaaS-1.pdf. 
 

INJECTION 
ATTACKS  
Five times more 
frequent and 
sophisticated than 
presentation attacks* 

*as observed through 
iProov’s iSOC global 
operations center. 

Source: iProov Threat 
Biometric Intelligence 
Report 2023 [15]. 

https://www.biometricupdate.com/202304/surprise-deepfake-fraud-on-the-rise
https://enlets.eu/wp-content/uploads/2022/09/CaaS-1.pdf
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Impostors who choose to perform such attacks usually aim to impersonate a legitimate identity 
by matching their spoofed identity to one already known to the RIDP system. 

The attacker needs to have control of the device which participates in the RIDP process, since 
specific technical preparatory steps are required for the execution of each injection attack type. 
This means that the device used to perform the attack is unsupervised. 

Digital injection attacks have a greater success rate than presentation attacks, due to two main 
reasons: 

• the nature and complexity of the attack; 
• the lack of mature and standardised detection methods and standards. 

Although various methods are proposed for this matter in the bibliography, unlike PAD, no 
globally accepted standards currently exist. CEN TC 224/WG 18 is working on an upcoming 
standard on injection attacks detection, but it is not expected to be published before the end of 
2024. 

Before elaborating on the various types of injection attacks, a brief overview of the basic 
elements of injection attack are presented. 

The basic elements of an injection attack are: 

• the injection attack instrument (IAI); 
• the injection attack method (IAM). 

By the term injection attack instrument, we consider a digital representation of the biometric, in 
the form of a recorded, synthetic or live photo or video. The biometric can be genuine or 
modified using a variety of ways, such as deepfake, face morph, face swap or recorded replay. 

By the term injection attack method, we consider the specific methodology to interfere with the 
RIDP system and modify or replace the original biometric data captured, before being 
transferred to the RIDP service, so that fraudulent submission is possible. 

In an attempt to provide a general overview of the injection attack types, the section presents a 
brief overview of the common injection attack methods and instruments. In all cases, it is 
considered that the RIDP process involves a user device (mobile or computer) running a web 
browser or local application. For examples/demonstrations of the various attack instruments, 
please consult Annex B. 

3.2.2 Attack Instruments 

3.1.1.9 Replay 
During a replay attack, a recording of a human performing a previous authentication action is 
injected during the RIDP process, bypassing the biometric capture. The difference between this 
method and the rest of the injection attack types is that the content is genuine (not synthetic), 
but corresponds to a previous point in time and may or may not reflect the identity which is 
currently performing the authentication attempt. 

3.1.1.10 Face morph 
As stated in the previous section of PAIs, face morphing is also a form of injection attack and is 
indeed a quite frequent attack instrument chosen by adversaries. Note that the results of face 
morphing are generally more realistic than the relatively simplistic method of face swaps, due to 
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the underlying pixel blending mechanisms involved in the technique, which can be improved 
even further with neural morph enhancement techniques (see Figure 32). 

3.1.1.11 Deepfake 
Deepfake (19) is a technology utilising the power of deep learning to produce audio and visual 
content. The underlying technologies that contribute to the emergence of this kind of fraudulent 
content are autoencoders and GANs. Deep learning is a type of machine learning, mimicking 
the human brain’s neural networks for pattern identification, which in turn achieves generation of 
convincing audiovisual results. 

The first popular category of deepfake generation is the autoencoder. It is a neural network 
designed to learn essential data from a training set, (e.g. face images) through a process of 
encoding, compression and decoding, which ultimately leads to the reconstruction of the given 
data. Autoencoders area applied in various sectors, such as computer vision, facial recognition 
and handwriting analysis. The diagram below depicts a simplified, high-level representation of 
an autoencoder model. 

Figure 7: High-level model of an autoencoder 

 

The two basic phases are depicted: the training phase, where the network is trained to detect 
facial attributes, and the generation phase, where the network reconstructs a synthetic face, 
having as input a source and target face. The neural network models currently used are capable 
of working with video samples and have several implementation variations, such as the 
variational autoencoder (VAE) or long short-term memory (20). These details fall outside of the 
scope of this report. However, readers are encouraged to consult the bibliography sources at 
the end of this document. 

 
(19) The term, a combination of ‘deep learning’ and ‘fake’, is thought to be attributed to the nickname of a user in a popular 
internet forum where, in 2017, started posting fake celebrity videos. Although the threads and the subcommunity were 
banned, the trend had been established among the community. 
(20) https://insights.sei.cmu.edu/blog/how-easy-is-it-to-make-and-detect-a-deepfake. 

https://insights.sei.cmu.edu/blog/how-easy-is-it-to-make-and-detect-a-deepfake
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The results of autoencoder-based deepfake software are frequently very convincing (21), 
portraying a photo or a video of a person’s face, performing movements or speaking in ways 
they would not normally do or that never existed in the first place. This is mainly due to the fact 
that autoencoders perform remarkably well in eliminating visual noise, while retaining the 
valuable information for the purposes of learning/decoding. This leads to the production of 
efficient models that can produce satisfying results, even when the given content is significantly 
different to the original training dataset. 

GANs are the next step in deep learning-based synthesis, where a self-improving trained model 
can generate audiovisual results that are even more realistic, convincing and harder to 
differentiate from legitimate subjects. It can also maintain liveness features and thus may go 
undetected by traditional anti-spoofing methods. Face swapping is a popular application of 
deepfake technology. 

The concept is based on two competing networks: the generator and the discriminator. While 
the first tries to generate results based on the input dataset, the latter provides feedback against 
the results generated. Through this feedback loop, the generator network continually improves 
and both networks gradually converge, resulting in a GAN capable of producing realistic results. 

Training datasets are required as an input to produce satisfactory results, based on various 
manipulation techniques such as entire face synthesis, facial attribute manipulation, identity 
swap or expression swap. Such datasets are becoming increasingly available on the internet, 
helping threat actors to produce quicker, high-quality, high-success fraudulent content (see 
Figure 33). 

Figure 8: High-level model of a GAN-based deepfake generation model 

 

The various deepfake subtypes (e.g. face re-enactment, face replacement, face editing, face 
synthesis) serve specific attack models and depend on the particular type of neural network 
utilised, each one designed to work with a specific type of source identity sample and human 
visual input. However, GAN approaches are not seen solely as standalone tools, but are also 
incorporated in hybrid approaches, where one or more GAN models are combined with CGI 
methods [19], which shows the multitude of ways to generate such content, albeit with varying 
levels of quality and capability. 

Today, a perfect approach to facial synthesis does not exist and face video synthesis remains a 
more complex matter in relation to photo synthesis. While autoencoders and GANs have their 
own set of limitations and research on the topic is proceeding at a high pace (22), efforts to 

 
(21) For realistic demonstrations of face morphs, see https://this-person-does-not-exist.com. 
(22) https://blog.metaphysic.ai/the-future-of-generative-adversarial-networks-in-deepfakes. 

https://this-person-does-not-exist.com/
https://blog.metaphysic.ai/the-future-of-generative-adversarial-networks-in-deepfakes
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defend against the weaponisation of these approaches should intensify, following a proactive 
rather than reactive mindset. 

3.2.3 Attack Methods 
This section showcases the common IAMs against RIDP systems. Please note that the attack 
methods listed below can be combined in a final attack vector. This should be taken into 
consideration when performing risk analyses relating to biometric injection attacks, in order to 
adjust any corresponding security measures accordingly. 

Virtual camera. This is the simplest case, where a virtual camera is introduced in the attacker’s 
device by installing a programme that creates a software-based camera device within the 
operating system. A virtual camera allows the user to provide audiovisual content to 
applications, replacing the physical camera’s input with multimedia files residing locally. 

Figure 9: The concept of a virtual camera injection attack method 

 

A variation of this concept is to use a physical, external video capture card, capable of 
accepting various video sources as input (e.g. computer output through HDMI), and presenting 
the final video stream to the user’s device (e.g. computer or mobile phone) as originating from 
the device’s native camera (see Figure 34). 

It should be noted that virtual cameras are not considered an offensive type of software per se. 
They are freely available as a convenient utility software used in various cases, such as to 
provide video input to multimedia applications if the computer does not have a physical camera 
attached. 

Device emulator. In this case, a computer with a mobile device emulator software is used, 
creating a virtual, emulated operating environment of a smartphone and its specific operating 
system. By using an emulator, the attacker can have access to all system calls being made by 
the RIDP application or web browser, and modify signals from the various simulated sensors 
(e.g. accelerometer, GPS, camera, microphone). 
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Figure 10: The concept of a device emulator 

 

Function hooking. This concept is based on altering the original flow of system calls during 
runtime so that fraudulent content is injected during the biometrics capture procedure, replacing 
or altering the original biometrics that have been or will be captured. At a high level, the attack is 
realised as follows. 

Figure 11: The concept of the function hooking injection attack method 

 

• The client-side environment is prepared by rooting the smartphone device and installing a 
custom ROM, in order to be able to debug in real-time the execution of the RIDP application 
or the web browser. There are also advanced debuggers which offer the same capability 
without the need of rooting the smartphone. 

• Next, the RIDP application or web browser requires decompilation, in order to find the 
functions and the related code which call the device’s embedded camera, in order to capture 
the photo or video for the needs of RIDP. 

• Additionally, the attacker needs to write a function which will be executed when derailing from 
the main execution. The function will generally read the fraudulent multimedia file residing 
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locally (e.g. deepfake video) and then continue the normal execution of the RIDP application 
or web browser. 

• The RIDP application or web browser process is loaded in the debugger installed previously. 
• The RIDP process is initiated and reaches the point right before connecting to the device’s 

camera for taking a photo or video. 
• At that point, the debugger instructs the RIDP application or web browser to execute the 

custom function rather than the original, native function of the system. 
• The custom function is programmed to read a local multimedia file instead of the camera’s 

sensor and pass its contents to the next phases of execution. 
• Once the file is read, the execution is continued with the normal flow. 

In that way, the RIDP application is not aware of the circumvention achieved and forwards the 
injected, fraudulent multimedia content to the RIDP service. 

Figure 12: Original execution flow of an application process versus a hooked flow, with 
the help of a process debugger 

 

The complexity of this attack’s implementation depends on the underlying technology used, for 
example a computer or mobile phone, operating system and particular application. Generally, 
this requires hands-on expertise and knowledge of specific technical procedures relating to 
software reverse engineering, debugging, device rooting and scripting. 

Of course, an injection attack’s success is not solely dependent on the attack method, but also 
relies heavily on the quality of the actual attack instrument. 

Man-in-the-middle. In this case, the attack takes place at the network level and not at the 
application level, as in the previous cases. It is a network-type of attack, not exclusively 
applicable to RIDP or biometrics, but usable in any network topology, as long as the attacker 
has the method and tools to intercept the network traffic exchanged between two 
communicating parties. During an attack, exchanged messages can be intercepted, read, 
modified and relayed, while the legitimate participants are not aware of their confidentiality and 
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integrity breach. Generally, these attacks are possible through traffic interception or traffic 
redirection. 

In the case of traffic interception, the attacker uses specialised interception software, installed in 
the victim’s device or by eavesdropping on the local Wi-Fi or cable network. 

In the case of traffic redirection, various techniques exist depending on the OSI level. For 
example, on local networks, IPv4 ARP spoofing, IPv6 router advertisement or automatic proxy 
discovery can be exploited, while at the internet level, DNS spoofing, DNS record/domain 
takeover or even BGP hijacking are widely used to point legitimate hostnames to fake servers. 

It is also possible to perform such an attack with a fraudulent, spoofed mobile or web application 
which mimics the name, branding and general look and feel of the legitimate application. In that 
way, it aims to trick the user to install it. The application will then act as a proxy which allows the 
adversary to intercept the user’s traffic. This method assumes that applications of particular 
RIDP providers would be targeted. 

Figure 13: The concept of the man-in-the-middle injection attack method 

 

It is obvious that multiple combinations can be used to craft and conduct a biometric injection 
attack, making the topic of defence against injection attacks quite complex. This does not mean 
that all combinations are equally successful, since all are subject to multiple complexity factors, 
making the final attack more or less feasible, depending of course on the benefit that the 
adversary may have from a successful attack. These complexity factors describe the time and 
expertise that the attacker must invest, spanning from the initial planning phase of the attack to 
the exploitation phase (technical implementation and the actual execution). The following 
indicative factors are considered: 

• the level of information research regarding the targeted RIDP system (underlying technology, 
method, workflow); 

• the equipment (software/hardware) that may be required to conduct the attack; 
• the level of access to biometric sources of the victim; 
• the particular RIDP method regarding the level of involvement of a human operator during the 

process (e.g. human operator actively observing versus a fully automatic method). 
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For assessing an RIDP solution’s performance on biometric data injection attacks, the upcoming 
CEN TC 224 standard on this topic is expected to include an evaluation framework built around 
those complexity factors. 

3.3 IDENTITY DOCUMENT ATTACKS 

3.3.1 Overview 
During an RIDP session, apart from the face biometric capture, identity documents are also 
used as a means of verifying an identity and are thus frequently attacked. In fact, identity 
document attacks have seen a significant increase within the last year in some Member States, 
with approximately 9 out of 10 identity spoofing attack attempts relating to identity documents. 

There are numerous valid identity document types either in traditional (paper-based) or 
electronic form. This variety poses a serious challenge during the RIDP process, not only 
regarding the technologies that must be utilised to acquire the attributes of these documents, 
but also the complexity in maintaining procedures and information for inspecting these 
documents in a manual, human way, which is still frequently the case. 

Prior to presenting the identity document attack landscape, a brief overview of the various 
identity document types and their features is presented in the next paragraphs. Readers can 
consult ENISA’s 2022 report for a more detailed view on identity document types and features. 

Based on the security technology used, identity documents can be either traditional (paper-
based) or electronic. 

• Traditional, paper-based documents. These are the oldest and simplest type and cause a 
multitude of challenges, as most of them were not designed with remote identification in mind. 
The level of assurance they can provide is proportionate to the number and quality of the 
security features applied. 

• Electronic identity documents. These use an embedded electronic microprocessor chip 
which contains biometric information that can authenticate the identity of the holder. The 
identity information is printed on the document, repeated on the machine-readable zone 
(MRZ) section and stored in the electronic chip. Public key infrastructure (PKI) is used to 
authenticate the data stored in the chip, making it impossible to forge with current 
technologies when all security mechanisms are fully and correctly implemented. A transition 
to post-quantum cryptography is expected to be required to protect from quantum technology 
capable of breaking today´s encryption algorithms. 

The main types of identity documents with the relative characteristics that allow the acquisition 
of their data can be summarised as follows: 

• traditional paper-based; 
• MRZ-based; 
• Contact chip-based; 
• NFC-based. 

It should be noted that an identity document is usually a combination of the above types and 
incorporates multiple security features, such as printed visual security features, an MRZ and a 
contact chip. 

Identity document attacks aim to spoof or obfuscate an identity by attempting to achieve a 
match between the fraudulent face represented during the biometric capture and the face 
depicted in the identity document. In general, an attack based on forging an existing, legitimate 
identity document part (e.g. photo or textual identity information) has a higher success rate than 
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crafting a completely fictional identity. INTERPOL (23) provides the following categorisation of 
identity document fraud. 

False documents: 

• counterfeits: unauthorised reproductions of genuine documents; 
• forgeries: alterations of genuine documents; 
• pseudo documents: documents replicating codes from official documents (e.g. passports, 

national identity cards) but not officially recognised. 

Genuine documents: 

• genuine documents obtained through fraudulent activities (e.g. theft, robbery, blackmail); 
• similarity fraud, where genuine documents are misused by an impostor, using the personal 

information of someone who shares physical or behavioural similarities with the targeted 
(victim) identity. 

Based on the forgery techniques and the methods carried out to submit the fraudulent 
document to an RIDP service, identity document attacks can be considered either presentation 
or injection attacks. It is therefore obvious that similar PAD and IAD methods should be 
developed and applied for identity documents. A pain point on this matter, as confirmed by a 
number of stakeholders, is that the maturity of PAD and IAD methods applicable to identity 
documents is somewhat lower than those applicable to biometric attacks of the human face. 

Figure 14: The types of identity document fraud in attacks to an RIDP service 

 

 
(23) https://www.interpol.int/en/Crimes/Counterfeit-currency-and-security-documents/Identity-and-travel-document-fraud. 

https://www.interpol.int/en/Crimes/Counterfeit-currency-and-security-documents/Identity-and-travel-document-fraud
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The latest example (24) of such a presentation attack on identity documents is the Computer 
Chaos Club Video-Ident attack which, based on the analysis presented, circumvented the 
existing controls for online, video-based identification and managed to access the personal 
health record of a test person. 

Other similar, recent examples and demonstrations show the necessity of prioritising the 
research and development of adequate and effective technical and procedural controls focused 
on identity document attacks, following a risk-based approach and including harmonisation 
across the EU, since several gaps regarding the permitted RIDP methods are already evident 
among Member States. 

Responses from the survey and the interviews highlighted that the threats against identification 
documents remain quite concerning. Although NFC-reading of identity documents significantly 
reduces the likelihood of a successful attack (where possible), there are still identity documents 
without electronic elements in circulation. Although these types of documents incorporate 
security elements such as printed holograms, UV areas, detailed and complex printed patterns 
(e.g. guilloché) and MRZ, it is easy to obtain a fake document with these elements or even 
create a fake digital or physical form of such a document. Another obstacle is that testing of 
solutions capable of detecting document forgery is very limited, since in most European 
countries, the creation of forged identity documents for testing purposes is forbidden by law. 
Testing can still be made in a few cases, but only after approval and under surveillance by the 
police. Additionally, it is perceived that ID document attacks utilising information and 
characteristics of an existing person’s identity have higher chances to succeed than attacks 
relying on artificially crafted identity information of a non-existing person. Finally, the idea of 
maintaining a database containing the latest versions of official identification documents issued 
across the EU, accessible in a controlled way by TSPs and RIDP providers, has been 
expressed by some stakeholders. This could provide further assurance in the identity proofing 
process performed by these entities. 

 

 
(24) https://www.ccc.de/system/uploads/329/original/Angriff_auf_Video-Ident_v1.2.pdf. 

https://www.ccc.de/system/uploads/329/original/Angriff_auf_Video-Ident_v1.2.pdf
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4. GOOD PRACTICES

The various attacks described in the previous chapter can pose a complex and multi-
dimensional problem for RIDP techniques. This chapter focuses on presenting an overview of 
the various countermeasures identified and analysed during the bibliographic research phase 
and the surveys and interviews of the various stakeholders. 

Since a silver bullet for the defense of an RIDP system does not exist, a multi-layer, risk-based 
approach is recommended, where all individual security layers contribute to the overall security 
of the system, taking into consideration the intended use-cases and the level of assurance 
required. As in most engineering problems, the selection of countermeasures should aim for the 
right balance between effectiveness and usability. 

The various good practices presented in this chapter can be divided into the following 
categories: 

• environmental controls;
• technical controls, consisting of:
• PAD controls,
• IAD controls;

• identity document controls;
• organisational controls;
• procedural controls.

Figure 15: Categorisation of good practices 
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4.1 ENVIRONMENTAL CONTROLS 
Control of the environmental conditions in which the RIDP process takes place is essential, 
since the information retrieved can be analysed and provide preliminary information regarding 
the existence of synthetic identity or other indicators which may be correlated with a fraud 
attempt. The proposed environmental controls are described below. 

Proper lighting conditions. These ensure that information is captured more accurately, 
facilitating the optimal execution of identity proofing. Low-light conditions and strong backlight 
tend to produce noisy and pixel-saturated photos and videos which are more difficult to analyse 
by the various algorithms. 

Definition of minimum multimedia specifications. To guarantee the quality of the evidence, it 
is important to define the minimum acceptable photo and video criteria, such as the post-
compression video bitrate and photo/video resolution, along with the existence of a physical 
microphone device. Additionally, since deepfake generation tools tend to produce videos with 
high bitrate, this indicator could be taken into account in the deepfake detection controls 
incorporated by the RIDP solution. Another way to detect deepfake attacks is based on the 
analysis of the frames per second (FPS) rate of the video. In a real video stream captured by a 
camera and streamed in real time to the RIDP service, the FPS rate experiences small 
fluctuations, which is an expected effect when capturing and transmitting live video. A video 
stream with a constant FPS rate could be considered an indicator of a possibly fraudulent video 
rendered by a deepfake generation tool. 

RIDP application client-side architecture. In a client-server RIDP system, the first vulnerable 
element is the user’s device; thus, the enforcement of technical controls should cover both the 
client and server sides. A dedicated client-side RIDP application would offer greater flexibility 
and more effective and granular client-side control enforcement than a web application, where 
the RIDP process involves solely a web page and a web browser running in a user’s device. 

Regarding the implementation options of RIDP solutions, as analysed during the information 
gathering phase of the report, two main models have been observed: application programming 
interfaces and software development kits. Although the selection between the two will depend 
on the intended use case, the latter option is considered to provide a somewhat increased level 
of security, mainly due to the following reasons: 

• ability for more granular control enforcement and signals/information collection in comparison 
with a web app; 

• adds a layer of complexity through code obfuscation and runtime execution protection 
environment (if available, although an attacker with the required skills can overcome it). 

4.2 PAD CONTROLS 
Presentation attacks are the first type of biometric attack and, although injection attacks seem to 
have exceeded the level of sophistication and frequency compared to presentation attacks, 
technological evolution – especially GANs and AI – provides continuous benefits in combating 
both attack types. There are numerous PAD approaches, thanks to ongoing worldwide 
research. Some commonly used approaches are described below. 

Hardware-based, which exploit camera characteristics like variable focusing properties, degree 
of depth or effect of defocus; these methods are relatively efficient as they do not involve any 
additional device besides the original camera. 

Software-based, which consist of static, dynamic and neural network / deep learning-based 
approaches. 
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Static approaches aim to detect frequency, image quality and texture-based artefacts by 
analysing the micro-texture of the surface presented to the camera. In general, these methods 
can detect photo and video replay attacks but not high-quality 3D mask attacks, and generally 
require minimal computational resources. 

Dynamic approaches aim to detect facial texture or face, pupil and body motion-related 
artefacts. They can address photo attacks and some kinds of video replay attacks (low quality 
but not sophisticated deepfake attacks) and require more computational resources. 

In recent years, the emergence of neural networks has allowed newer (25) techniques to be 
developed, aiming to extract deep-level features automatically. Examples of these modern 
types of PAD controls are shown below. 

3D geometry-based, which analyse the three-dimensional depth and geometry of a face and 
produce a 3D representation (3D map) of a face’s features, taking into account the natural, 
perspective distortion based on the capturing distance. With 3D liveness technology, the 
number of variables and involuntary, 3D liveness signals are significantly increased compared 
to 2D methods. This makes 3D liveness solutions more reliable in terms of accuracy, usability 
and attack preventability. 

Figure 16: A comparison of recovered sparse 3D facial structures between genuine and 
photo faces, showing significant differences [6] 

 

Please note that in the above example, the sparse 3D facial structure is reconstructed from a 
subject located at a fixed distance from the camera. Another approach would be to reconstruct 
a 3D representation of the face based on the perspective distortion that occurs between multiple 
face shots, as the subject moves closer to the camera. 

Phoneme-viseme mismatch detection, mainly focusing on lip-sync deepfakes, aiming to 
detect inconsistencies between visemes (dynamics of the mouth shape) and spoken phonemes. 
The technique works against a common flaw of current AI technology, which has imperfections 
when trying to visually match mouth movements with spoken words. 

Light absorption-reflection analysis, aiming to remotely estimate the heart rate of the face 
video through light absorption by blood cells or microvariations in the skin colour caused by light 
reflection and spot anomalies, which could indicate fraudulent content. A similar approach [17] is 
related to the illumination of the screen’s light to the user’s face skin. 

The above examples of neural networks and machine learning-based PAD software require 
training through datasets, so that content is analysed and classified, leading to the detection of 
fraudulent content. A core challenge of these PAD is the need for continuous maintenance and 

 
(25) https://www.unite.ai/best-deepfake-detector-tools-and-techniques. 

https://www.unite.ai/best-deepfake-detector-tools-and-techniques
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update of the datasets, so that the PAD software can detect attack novelties, while the validity 
and consistency with the purpose of the algorithm is always ensured. 

Combined PAD methods: simultaneous use of multiple technologies in the same system 
would be recommended where possible, provided it does not reduce usability or accessibility. 
Also, when combining biometric PAD methods, it should be ensured that all individual methods 
provide the same false acceptance rate; otherwise, the overall security and assurance provided 
is at stake. 

4.3 IAD CONTROLS 
The current gaps in standardised detection methods make it imperative for actions towards the 
evaluation and standardisation of IAD methods. 

Also, one of the main challenges in effective protection against injection attacks is the rate of 
technological evolution, which is currently exploited by threat actors while defenders try to keep 
up. 

Conceptually, IAD happens at the intersection of three domains: 

• PAD; 
• general synthetic image detection; 
• cybersecurity protocols and techniques applied on the device and data exchange channels. 

The recommended practices fall under the categories of preventive and detective controls. 

Preventive controls 

• Camera anti-tampering. This aims to secure the communication path between the device’s 
native camera and the RIDP application or web browser, ensuring the authenticity and fidelity 
of the captured content. This particular topic is under ongoing research and development, 
with various technical approaches currently published (e.g. media content authenticity 
provenance (26), cryptographic image attestations [7], zero-knowledge proof-based image 
attestations [8], camera identification through image hashing [9], photo authenticity through a 
mobile trusted execution environment [10] or steganography watermarking [20]), varying in 
maturity or applicability. However, the underlying technical aspects of this topic fall outside of 
the scope of this report. 

• Deterrent software controls. These aim to introduce multiple levels of additional complexity 
in performing virtual camera or function hooking attacks against the RIDP application. Two 
main types of this control category are: 
• code obfuscation, which protects from reverse-engineering and breaching the integrity of 

the RIDP application, 
• runtime protection of the application (e.g. runtime application self-protection, trusted 

execution environment), which allows the detection of rooted devices and function hooking 
attempts and terminates the execution or limits the functionality of the RIDP application. 

Detective controls 

• Session metadata analysis. This aims to detect the existence of a virtual camera or device 
emulator in the user’s operating system by examining various metadata of the RIDP session, 
such as the resolution of the photo/video stream, data from GPS, accelerometer, gyroscope, 
timestamps, network information as well as operating system and user-agent fingerprinting, 
etc. 

 
(26) Coalition for Content Provenance and Authenticity: https://c2pa.org. 

https://c2pa.org/
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• Automated artefact detection. This aims to identify video modalities (e.g. data moshing 
effect), audio/video anomalies and correlated inconsistencies in the biometric representation 
of the user, which would indicate potentially fraudulent content. Mechanisms utilising various 
types of convolutional neural networks (CNNs, e.g. region-based CNNs, deep CNNs) and 
preference for 3D face liveness over 2D are recommended, considering the developments in 
quality of the deepfakes that can be produced. Deep learning techniques primarily developed 
for PAD are also applicable here, since the various characteristics of the underlying 
algorithms, focusing on facial, motion and textural features extraction, can work in a generic 
approach. 

It is important to stress out that since no silver bullet exists, the optimal solution is a multi-
layered incorporation of the various control types in an RIDP system in order to ensure the 
integrity of the biometric capture process. The following diagram depicts the overlay of the 
various injection attack-related preventive and detective controls across an RIDP system. 

Figure 17: The overlay of various IAD technical controls in a client-server RIDP system 

 

4.4 IDENTITY DOCUMENT CONTROLS 
The detective and preventive controls proposed herein fall under the technologies of document 
authenticity checks, PAD and IAD, focusing on verifying the optical and electronic features of 
the document, detecting synthetic artefacts and ensuring the integrity of the RIDP process. 

Combined PAD and IAD methods. A combination of PAD and IAD methods to ensure the 
integrity of the biometric capture phase of the RIDP process is recommended, taking into 
account the latest developments in the threat landscape. There are also dedicated tools for 
detecting document forgeries and various datasets which support the development and 
functionality of such tools. However, they are somewhat limited compared to the datasets used 
for deepfake generation. For a more detailed view on PAD and IAD, please consult 
Chapters 3.1 and 3.2 respectively. 

Liveness checks. These types of checks aim to prove the authenticity and originality of the 
captured document, by validating its physical structure and layout, information-encoding 
elements (barcodes, QR codes) and other possible, visual or electronic security features it 
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incorporates, and that the document instance presented during the RIDP process is the original 
and not a physical or digital copy. A combination of the following methods is recommended 
during the liveness check phase. 

• Visual security features verification. The detection of properties of visual security elements 
is usually applied as a first level of defence, especially for documents that do not incorporate 
electronic security features. The existence of visual security elements (e.g. holograms, 
watermarks, guilloche prints, UV prints, micro-texts) along with some physical properties they 
have (e.g. reflections, gradient colouring) can be detected in photo or video RIDP sessions. 
However, the application of these features is not consistent across countries and among the 
various document types; thus, alteration is easier than the information included in an NFC 
chip. As a baseline, a minimum set of visual security features is always necessary to remotely 
verify the authenticity of an identity document. 

• OCR data extraction. OCR software is used in real time to capture and analyse visual 
elements and subsequently extract data which is further processed to determine validity. 

• MRZ verification. A process which validates the integrity of the data encoded in the 
respective area of the document, containing personal information of the holder in a 
standardised format. 

• NFC scanning. This method is considered to provide the highest level of assurance since the 
biometric and subject information contained in the NFC chip can be cryptographically verified 
thanks to public key infrastructure technology and Card Verifiable Certificates. Additionally, 
the biometric digital photograph contained in the chip can be used for face matching with a 
higher accuracy level. Although technically possible, scanning the NFC chip of an official 
identification document to retrieve and verify the holder´s information and biometric face 
photo is not consistently permitted across the EU. This could potentially give attackers the 
opportunity to perform impersonation attacks with higher success, targeting Member States 
where NFC-reading by private TSPs and RIDP providers is not legally permitted. A relatively 
recent and interesting exception is Switzerland, where the Swiss Financial Market 
Supervisory Authority allows chip scanning in online identity proofing to enable companies to 
offer smooth onboarding for clients (27), along with appropriate measures for the verification of 
the authenticity and integrity of the information. Please note that even if reading the NFC chip 
is considered to provide the highest level of assurance, the achieved assurance level always 
depends on the level of security of the chip and its data. 

• Modern document security features. New versions of national identity documents 
incorporate visual elements based on digital signatures, such as the QR code of the new 
French (28) national identity card, certifying the authenticity and the validity of the document. 

• Multimodal biometric verification. Current travel document standards consider only the 
biometric data of the face as mandatory. Additional biometric data such as fingerprint or iris 
data are considered optional but could increase document security unless EU legislation on 
identity cards expands the permission to access such types of information beyond national 
and law enforcement authorities. 

  

 
(27) https://www.finma.ch/en/news/2021/05/20210517-mm-rs-16-07-online-identifizierung. 
(28) https://www.interieur.gouv.fr/actualites/actu-du-ministere/nouvelle-carte-nationale-didentite. 

https://www.finma.ch/en/news/2021/05/20210517-mm-rs-16-07-online-identifizierung
https://www.interieur.gouv.fr/actualites/actu-du-ministere/nouvelle-carte-nationale-didentite
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Figure 18: The general concept of technical controls for ID documents in RIDP 

 

4.5 PROCEDURAL CONTROLS 
Supplementing the technical controls described previously, there are procedural controls which 
contribute to strengthening the overall security of the RIDP process. These types of control are 
described below. 

Challenge-response mechanisms, which aim to introduce complexity and non-predictability in 
preparing the fraudulent responses to be injected, since it will require a significant amount of 
time and effort to identify, prepare and inject them properly. As a rule, the higher the 
randomness of the challenges, the higher the complexity for the attacker. This control breaks 
down in two types, as shown below. 

• Active, high-entropy challenges, requiring the user to perform verbal or visual, randomised 
actions from an extensive set of active challenges, so that they cannot be guessed by an 
attacker. Active challenges focus in detecting changes in face occlusion, face expression, 
view angle and ambiance. ‘CAPTCHA’ technology can also be utilised in conjunction with 
active, motion-based challenges, requiring the user to perform image, text or audio tests. An 
additional check can be the verification of a bank transaction between the user and the entity 
performing RIDP. Requiring the user to perform rapid head movements could allow the 
operator to spot anomalies in the video, since autoencoders and GANs are not quite capable 
of recreating diagonal face views, mainly due to lack of this type of information in the training 
datasets. 

• Passive, high-entropy challenges, where the biometric capture system introduces visual 
changes in the user interface, (e.g. sudden blinking of an on-screen notification or display of 
chromatic sequence, overlay animation effects), aiming to detect an involuntary reaction of 
the user, reflections of colour onto the user’s face, or inconsistency in the perception of the 
user’s face and thus, verify liveness. 

An important decision factor related to these high-entropy, randomised challenges is the 
balance between the complexity for the attacker and the accessibility and inclusivity levels 
provided for legitimate users with disabilities. Traditional, CAPTHCA-style mechanisms are not 
to be considered an effective challenge since they are already outperformed (29) by AI and that 

 
(29) https://www.theverge.com/2019/2/1/18205610/google-captcha-ai-robot-human-difficult-artificial-intelligence. 

https://www.theverge.com/2019/2/1/18205610/google-captcha-ai-robot-human-difficult-artificial-intelligence
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could possibly amplified, with AI being capable of mimicking human movements in the context 
of an active challenge. 

A recent approach in challenge-response mechanisms, namely GOTCHA [11], is a combination 
of extensive active and passive challenges in a sequence of varying complexity, designed to 
detect artefacts introduced by modern deepfake generators. 

The key concept of this approach is the cascading set of challenges. It is based on the 
assumption that a single or a few, standalone challenges cannot always expose flaws of 
prepared or real-time deep fakes. Instead, this approach focuses on exploiting the 
vulnerabilities of offline and real time deepfakes by imposing a series of scalar difficulty, active 
and passive challenges to the impersonator. This method does not affect the experience and 
performance of a legitimate (human) user, but rather exposes flaws of deepfake tools used by 
impersonators and provides spoofing indicators with a satisfactory level of certainty. 

The challenge set (i.e. the type and order of challenges selected) can be defined based on a 
series of factors: 

• possible actions an applicant can perform in a particular live session; 
• the environmental and ambient conditions; 
• other security requirements. 

Challenges contained in the database can be categorised as active and passive, with the 
following indicative examples of each category. 

Active challenges: 

• occlusion, either using objects of the visible environment or synthetic overlays; 
• intentional facial expressions to express a feeling or lip movements; 
• intentional facial distortion (e.g. poking a cheek, revealing a part of the tongue); 
• intentional alteration of the ambient lighting. 

Passive challenges: 

• involuntary facial micro expressions caused by specifically crafted visual stimuli; 
• synthetic facial distortion; 
• geometric synthetic distortions; 
• synthetic alteration of ambient conditions (lighting, colour filters, light patterns). 

Please note that especially for the passive challenges, it is assumed that a trusted camera or a 
mobile application is used, to ensure tampering protection of the client-side environment. 
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Figure 19: The high-level flow diagram of a combined active–passive challenge response 
mechanism 

 

Multimodal biometric verification. By combining and verifying two or more biometric signals 
captured during the same identity proofing session (e.g. face and voice). Two points should be 
highlighted on this matter. 

• Other types of biometrics (e.g. voice, fingerprints) are also susceptible to spoofing attacks 
(e.g. voice cloning). It should not be considered that a biometric different than the human face 
is not vulnerable or offers greater mitigation on its own. 

• When a biometric system incorporates more than one biometric subsystem to perform 
multimodal verification, the false acceptance rate / false rejection rate performance of the 
weaker subsystem may compromise the security of the whole system. Thus, proper 
evaluation of the performance of subsystems should be made, depending on the joint 
decision mode of the overall system. For a detailed view on this topic, readers may consult 
the ISO/IEC TR 24722:2015 (30) technical report. 

Human operator-based verification. A key observation made by ENISA during the data 
collection and analysis phases (surveys, face-to-face interviews, draft report validation) is 
related to the involvement of the human operator in the RIDP process. While there are fully 
automatic, AI-based RIDP solutions certified as a method offering a high level of assurance 
(LoA:High) as required by clause 24.1.d of eIDAS, the human operator is still considered a 

 
(30) https://www.iso.org/standard/64061.html. 

https://www.iso.org/standard/64061.html
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crucial element of the RIDP process, especially for high-risk RIDSP cases. For most of the  
supervisory bodies interviewed, the current unattended automatic RIDP solutions are not 
sufficient, at least for critical, high-risk use cases; automatic methods and human involvement 
are considered complementary, with each able to detect different types of threats. 

It is expected that more than 5 years of research are needed to validate the effectiveness of 
candidate countermeasures for digital injection attacks and to have a solid understanding of 
capabilities and limitations of the various approaches. 

Thus, a risk analysis taking into consideration at least the following factors is needed: 

• evolution of threat landscape (attack variants, methods, technology and tools); 
• cost of human operators (continuous training, operation) versus cost of successful fraud. 

A scheme providing gradual levels of assurance depending on the particular RIDP use-case 
and its criticality may help interested parties to better evaluate and drive the decision of 
choosing and combining the appropriate RIDP methods and technical solutions, spanning from 
unattended AI-based to hybrid. 

Using trusted identification sources. According to some stakeholders, a very powerful tool 
would be the lookups to authoritative information sources (e.g. national database of identity 
documents) in order to verify if all the data presented during the RIDP process are correct. 
However, this is not available always to private organisations such as TSPs, because in many 
cases there is no relevant legislation to allow it, and such databases are only accessible by 
public administration. It was suggested that TSPs and RIDPs should be allowed to access such 
databases and registries in order to strengthen the RIDP process and create a harmonised 
approach across Europe. 

Document status lookup. A first line of defence is to look up whether the document is marked 
as lost, stolen or expired by consulting national and international databases (e.g. SLTD, Public 
Register of Authentic Identity and Travel Documents Online). However, this measure cannot 
always prove effective since a document has to be already reported as stolen or lost in order to 
be properly detected during the lookups. Another obstacle is that lookups may not be permitted 
consistently among TSPs or that the lookups are performed against a limited dataset which 
corresponds only to the country of the company performing the lookup. 

List of permitted document types. A list of the latest versions of permitted document types 
and their related acceptance criteria deployed at the national level could rule out documents 
that may provide assurance which is lower than a specific threshold, or documents with 
unknown security features or questionable validity. It is preferred that the specified documents 
are electronic and contain an NFC chip. This information should be shared among TSPs and 
RIDP providers around the EU. 

Stricter requirements for the biometric NFC chip photo. Face photographs could be subject 
to stricter requirements, such as to reside in an encrypted form or to be stored as a set of multi-
angle face photographs instead of a single shot, provided that adequate capacity is available in 
the NFC chip. An important initiative on this topic is the Coalition for Content Provenance and 
Authenticity (31), which aims to develop content provenance specifications for common asset 
types and formats to enable publishers, creators and consumers to trace the origin and 
evolution of a piece of media, including images, videos, audio and documents. Such a change 
would require further study and impact analyses on the specifications of passports and national 
identity cards with NFC chips. 

 
(31) https://c2pa.org. 

https://c2pa.org/
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Threat monitoring. Another suggestion from the interviews was to focus on monitoring new 
attacks instead of focusing on the types of attacks. This will help authorities to adapt at the 
same rate of evolution and spot attacks as they are evolving, i.e. before they become 
successful. 

As several RIDP vendors and TSPs are shifting towards automated AI and neural network 
techniques, it is possible that future attacks will focus on exploiting the weaknesses of neural 
networks. An example of such a new type of attack is the poisoning of training data, aiming to 
corrupt the training process by introducing false information to the training dataset of an 
machine learning (ML) system, which in turn can cause misclassification and wrong decision 
results. 

Threat monitoring activities can be performed in a more coordinated and systematic way, in the 
form of a dedicated biometric security operations centre. 

Figure 20: Diagram of a generalised ML poisoning attack 

 

It is therefore possible that the potential new types of attacks will focus on circumventing AI 
systems instead of human operators. For this reason, the role of human involvement in RIDP 
processes may need to be expanded and/or revised. 

4.6 ORGANISATIONAL CONTROLS 
Apart from the technical and procedural good practices, wider organisational measures which 
can contribute to the strengthening of the security of RIDP are presented below. 

Identity fraud-oriented risk assessment and treatment. Risk management is of paramount 
importance, not only in the context of RIDP but in the wider world of security and safety. 
Policies, procedures and implementation aspects of an RIDP service should be performed using 
a risk-based approach, taking into consideration not only generic cybersecurity and compliance 
risks, but also risks relating to identity theft and spoofing, such as behavioural attacks, identity 
document attacks and biometric face attacks (presentation, injection). Moreover, the risks 
should be revised regularly, taking into account the developments in the threat and technology 
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landscape, and should be treated according to a well-maintained and regularly updated risk 
treatment plan. 

Alignment and adherence to recognised standards. Adherence to industry standards is the 
first obvious good practice falling under the wider organisation controls which can be followed 
by TSPs and RIDP vendors. This recommendation, however, poses a significant challenge 
since, in the domain of RIDP attacks, the standardisation landscape is not currently complete. 
Standardisation gaps have become obvious, with only one standardisation body having 
published a revised standard on presentation attacks (ISO/IEC 30107-3:2023). At the moment 
of writing this report, the domain of IAD standardisation remains incomplete (CEN TC 224 is 
working on a draft standard, see Chapter 2.4) while the threat landscape is rapidly evolving. 

Use of tested software products and components. The use of biometric software products or 
components that have been thoroughly evaluated by competent laboratories provides detailed 
information regarding the assurance level, and the necessary visibility to implementors, auditors 
and supervisory bodies for RIDP solutions to be used in different contexts. Although accredited 
biometrics testing laboratories under ISO/IEC 30107 can perform the evaluation and issue a 
certificate for the PAD capability of a product, according to numerous stakeholders interviewed, 
the industry is still lacking a clear and widely adopted framework capable of determining the 
testing requirements, both for presentation and injection attacks. 

Mandatory and recurring penetration tests, supplementary spoof bounty programmes. 
These are means to provide assurance through objective and high-expertise technical 
assessment operations, aiming to detect weaknesses, determine the robustness of controls and 
evaluate the security posture of biometric systems. Spoof bounty programmes (following the 
paradigm of bug bounty programmes) are public white hat security testing programmes 
designed to allow security researchers to identify and report vulnerabilities. Through this 
crowdsourcing practice, they can extend the assurance level in combination with formal testing 
and auditing, given that they are designed properly and reflect real use-cases of the RIDP 
product/service. The proper planning and combination of these practices can provide further 
assurance that testing is made as thorough and realistic as possible, without relying solely on 
the somewhat limited testing artefacts of a single testing laboratory. 
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5. CONCLUSIONS 

Identity proofing, either in-person or remote, is a critical element of today’s digital services and 
this is becoming more evident as the social, economic, regulatory and technological ecosystem 
is evolving. Developments such as those shown below confirm this assumption: 

• the upcoming eIDAS 2 regulation; 
• the various Member State legislation and certification schemes; 
• the OECD’s recommendations on the governance of digital identity; 
• the rise of portable ‘Know Your Customer’ (KYC); 
• the digital identity initiatives observed worldwide. 

However, the remote nature of identity proofing is still not recognised equally at the national 
level in all Member States. At the same time, the way and the rate at which the technological 
landscape is evolving, both in offensive and defensive aspects, shows that identity proofing is 
the most-targeted element of digital identity. 

According to this study’s findings, a radical shift in the attack landscape has been observed, 
with digital injection attacks utilising deepfake technology considered the predominant type of 
attack, while presentation attacks are still used but to a far lesser extent. Factors that contribute 
to this surge of injection attacks are technological evolution, which allows easier production of 
fraudulent, synthetic identities, and the lower maturity of IAD methods in comparison to PAD 
methods, due to gaps in the available bibliography, scientific sources and standardisation on the 
topic of injection detection and mitigation. Based on attack insights collected during the 
preparation of this report, ENISA considers that a similar surge in sophisticated deepfake 
presentation attacks can occur anytime soon, resulting in a threat landscape with high 
complexity and sophistication, both in presentation and injection attacks. 

Moreover, identity spoofing will soon not be the only attack objective. The scalability and level of 
automation of digital injection attacks, thanks to GANs, Crime-as-a-Service and the availability 
of deepfake generation tools, will introduce the denial of service (DoS) threat, not only against 
RIDP systems but also against interactive voice response systems / call centres. It is therefore 
evident that a shift in attack detection is required. Additionally, by 2030, deepfake technology 
will be considered the mainstream tool in the hands of criminal groups to launch targeted 
disinformation attacks. This insight has been further analysed in ENISA’s report Identifying 
Emerging Cyber Security Threats and Challenges for 2030 (32). 

An important concern, identified in the early stages of the preparation of this report, is the lack 
of harmonisation among Member States regarding the functional and security requirements of 
the RIDP process, along with the evaluation methodology of such processes. Although RIDP is 
possible in most of the Member States, the exact circumstances under which it is permitted, and 
the applicable security and assurance requirements, are not uniform across the EU. While a few 
Member States have demonstrated an elevated maturity level regarding standardisation and 
regulation of the functional and security aspects of RIDP at the national level (e.g. France’s 
PVID scheme, Germany’s VDG and TR-03147, Spain’s CCN-STIC 140), the majority of 
Member States have substantial or even ad hoc requirements with a variable level of detail, 
resulting in an inconsistent and unclear EU RIDP landscape. This may lead to market 
segmentation by national borders and unfair competition, due to the asymmetric nature of 

 
(32) https://www.enisa.europa.eu/publications/enisa-foresight-cybersecurity-threats-for-2030. 
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interpreting and applying cross-border trust services in the market, and may also have an 
impact on the operating costs of RIDP providers who operate in multiple Member States. 

As also appointed by the report (33) of the Commission’s Expert Group on Regulatory Obstacles 
to Financial Innovation, and eID & KYC Processes expert groups, national regulatory bodies of 
the various Member States impose different standards relating to technical aspects for digital 
identity verification. 

The need to minimise polyphony and set a uniform baseline of requirements and permitted 
RIDP methods at the European level, taking into consideration the recent advancements of 
technology, becomes more evident than ever before. The balance between security and 
economic viability should be taken into consideration during the legislative processes, to avoid 
unnecessary compliance burdens. Additionally, as a note to standardisation bodies and 
policymakers, an effective effort to standardisation harmonisation in a rapidly evolving 
landscape would benefit from a looking-forward approach. Technology-neutral approaches that 
avoid describing specific technical requirements or solutions, but rather set the specific 
performance criteria, would lead to more flexible, adjustable and resilient standards published, 
with longer lifetimes and remaining up to date with the current state of the technological and 
threat landscape at every moment. 

Considering the rate and quality of fraudulent, synthetic identities generated by GANs, the 
difficulty for a human operator to distinguish them from legitimate ones will constantly increase, 
rendering the operator’s effectiveness questionable. Multiple stakeholders shared the opinion of 
scanning the NFC chip of an authoritative ID document during the RIDP process. This method is 
considered to provide effective mitigation of impersonation attacks, since optical verification is 
not considered safe, due to the increasing sophistication of synthetic attacks. This particular 
measure is not universally applicable, since not all of the information stored inside the NFC chip 
can be legally accessed by private organisations (e.g. private TSPs, RIDP providers) across the 
EU. Another common opinion among interviewees was that efforts should be made towards the 
development of methods and tools capable of rapidly gathering threat intelligence, and 
subsequently building awareness for the various stakeholders of the ecosystem. This approach 
could enable visibility and effective mitigation planning of new threats. Moreover, the cost to 
keep human operators trained at all times will constantly increase, while the AI and deep 
learning algorithms capable of detecting the majority of synthetic identities will soon outperform 
the human operator. It is therefore suggested that human capabilities should focus on attack 
surface monitoring, threat hunting and identifying potential future threats and their attributes, 
along with sharing information across the ecosystem, to build more resilient and secure identity 
proofing systems and, finally, to break the constant arms race between offensive and defensive 
practices. 

Complementary to the technical and information sharing-related controls and practices, the 
incorporation of lookups against trusted identity information sources (e.g. national registries) for 
the validation of the submitted information during the RIDP process was mentioned by various 
stakeholders. Currently, this cannot be applied in most cases, since such access to national 
identity information sources is not allowed for any private TSP or related organisation 
performing identity proofing. However, future changes in the EU regulatory landscape could set 
the basis for enabling controlled and secured access to national identity information sources, 
offering an additional weapon against identity spoofing. Such a practice is enabled by the digital 
verification services of the United Kingdom’s Data Protection and Digital Information Bill (34). 

Another issue expressed by some stakeholders relates to the binary nature of the trust services 
under eIDAS and the consequent effect on RIDP requirements. The fact that eIDAS defines 
only qualified and non-qualified trust services does not always fit well with the different levels of 

 
(33) https://digital-strategy.ec.europa.eu/en/library/reports-expert-group-eid-and-kyc-processes. 
(34) https://publications.parliament.uk/pa/bills/cbill/58-03/0143/220143.pdf. 
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https://digital-strategy.ec.europa.eu/en/library/reports-expert-group-eid-and-kyc-processes
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assurance required in the various contexts. In other words, eIDAS established the electronic 
alternative of an ink signature to legally cover all cases, thus requiring the highest possible level 
of assurance. However, in many legitimate use cases, costs or ease of use are the main 
success factors, therefore a lower level of assurance is not only sufficient but rather preferred. 
This issue is considered an inefficiency of the eIDAS regulation that impacts, inter alia, the 
identity proofing process. 

RIDP providers are compelled to support new methods of identity proofing, with increased 
accountability and legal duties, to support a variety of different use cases, some of which do not 
benefit from such a high level of assurance. This situation of ‘one solution fits all’ organically 
leads to compromises between security, ease of use and cost. For example, it may result in the 
adoption of RIDP solutions without diligent evaluation, and thus in TSPs with lower security 
posture in the context of RIDP. 

An extension of the above issue was pointed out by some interviewed stakeholders, who 
suggested that a qualified signature for consumer credit reasons should not have the same 
weight as a qualified signature for an important medical operation. In the current 
implementation, it is believed that there is no proper way to express this differentiation, besides 
defining and setting a custom object identifier in the X.509 extended key usage field. In a risk-
driven approach, a more granular model would be supported at the legal and technical levels to 
foster innovation and the wide adoption of RIDP solutions as a business enabler. 

Overall, a more suitable and concrete approach would be to define a granular, technology-
neutral contextual assurance scheme for qualified trust services, along with specific 
performance criteria for technical RIDP solutions, RIDP methods, providers and auditors, 
organised in different risk profiles per intended use cases. In that way, the assurance level will 
have a realistic meaning based on the context the service is realised, the accountability of the 
TSPs and RIDP vendors is more granularly distributed and the scheme is easily maintainable 
and adjustable to meet all current threats. 

Important efforts towards updated standards on biometrics attacks have been made by ISO/IEC 
and the new version of 30107-3:2023 standard on testing and reporting on biometric PAD, 
along with the upcoming standard on biometric data IAD by CEN, setting the basis for future 
work on an international standard on biometric injection attacks. 

While the constantly evolving attack landscape is becoming more and more complex, ENISA is 
continually working towards building awareness and producing risk-based analyses and reports, 
to support informed decision-making for the various stakeholders of the landscape and 
contribute to the development of countermeasures, helping RIDP to remain trustworthy and 
reliable in the years to come. 
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7. ANNEX A: GOOD 
PRACTICES OVERVIEW  

ID CONTROL DESCRIPTION TYPE FACE_PAD FACE_IAD ID_DOC 

C-01 lighting conditions ENV X X X 

C-02 minimum multimedia specifications (resolution, bitrate, microphone) ENV X X X 

C-03 client-side architecture (dedicated application/web app, SDK/API) ENV X X X 

C-04 camera anti-tampering techniques TECH  X X 

C-05 session metadata analysis TECH  X  

C-06 deterrent software controls (code obfuscation, runtime protection) TECH  X  

C-07 
automated artifact/face liveness detection (texture & motion analysis, 

3D-depth analysis, behavior analysis, light reflection, phoneme-
viseme mismatches, CNN/ML-based) 

TECH X X  

C-08 document liveness checks (OCR, MRZ, NFC-chip, QR code, visual 
security elements) TECH  X X 

C-09 challenge-response mechanisms (active, passive, combined) PROC X X  

C-10 multimodal biometric verification PROC X X  

C-11 trusted identification sources PROC   X 

C-12 document status lookup PROC   X 

C-13 list of permitted document types PROC   X 

C-14 stricter requirements for the biometric NFC-chip photo PROC   X 

C-15 human operator-based verification PROC X X X 

C-16 threat monitoring PROC X X X 

C-17 alignment to available standards ORG X X X 

C-18 use of certified software products & components ORG X X  

C-19 recurring penetration tests & spoof bounty programs ORG X X X 

C-20 identity fraud-oriented risk assessment & treatment ORG X X X 
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8. ANNEX B: CHAPTER 3 
EXAMPLES & FIGURES 

Figure 21: Example of printed[1] and warped[2] photos 

 

Figure 22: Example of a 2D printed and warped mask[2]  

 
 
 
 
 

 

 

Figure 23: Example of a printed 3D layered mask[5] 
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Figure 24: Examples of resin 3D masks[2] 

 

Figure 25: A 3D facial reconstruction of a 2D face photo[3] 

 

Figure 26: Silicone masks. Rows 1&3: bona 
fide presentations of the victimized 
subjects. Rows 2 & 4: masks 
corresponding to the subjects[4] 
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Figure 27: Examples of face video replay[1]

 

Figure 28: Example of a 3D face video render[5] 

 

 

 

 

 

 

Figure 29: A face morphing algorithm[12] 
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Figure 30: Real and fake examples of manipulation techniques[13] 

Figure 31: 
External video 
adapter 
injecting video 
from a computer 
to a mobile 
phone[14] 
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9. ANNEX C: REAL 
PRESENTATION ATTACK 
EXAMPLES  

Below are two real examples from attempted presentation attacks, provided by a QTSP. 

Example 1 

The first one, is an attempt from a Canadian person, who used a fraudulent passport. Although 
the document liveness checks did not classify the presented document as fraudulent, the 
human operator’s review, led to the rejection of the document. The reason was the originality of 
the document could not be proven by the visual inspection performed by the operator, remotely. 

Figure 32: Presentation Attack Fraudster’s Fake Passport – Real Case 1  

 

Through relevant logs recorded in the RIDP platform, the proofing actions and related 
information can be traced and audited. 
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Figure 33: Presentation Attack Audit Trail – Real Case 1 

 

 

 

 

 

 

 

 

 

 

 

Example 2 

In this example, the document liveness checks performed by the RIDP platform were able to 
detect forged elements in the passport document.  



REMOTE ID PROOFING GOOD PRACTICES 
| March 2024 

 
65 

 

Figure 34: Presentation Attack Fraudster’s Fake Passport – Real Case 2

 

According to the logs of the platform, the following checks have failed: 

• Document.Illegible: The document could not be scanned. Try from another device with 
• better image quality 
• Liveness.NotDetected: Live evidence could not be checked. Repeat the process following the 
instruction. 

Figure 35: Presentation Attack Audit Trail – Real Case 2

 



 

 
 

 

 

 

TP
-0

5-
23

-5
38

-E
N

-N
 

 

ABOUT ENISA 
The European Union Agency for Cybersecurity, ENISA, is the Union’s agency dedicated to 
achieving a high common level of cybersecurity across Europe. Established in 2004 and 
strengthened by the EU Cybersecurity Act, the European Union Agency for Cybersecurity 
contributes to EU cyber policy, enhances the trustworthiness of ICT products, services and 
processes with cybersecurity certification schemes, cooperates with Member States and 
EU bodies, and helps Europe prepare for the cyber challenges of tomorrow. Through 
knowledge sharing, capacity building and awareness raising, the Agency works together 
with its key stakeholders to strengthen trust in the connected economy, to boost resilience 
of the Union’s infrastructure, and, ultimately, to keep Europe’s society and citizens digitally 
secure. More information about ENISA and its work can be found here: 
www.enisa.europa.eu. 
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